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Abstract

This paper reports on the results of prelimi-
nary experiments on the detection of persua-
sion techniques in online news in Polish and
Russian, using a taxonomy of 23 persuasion
techniques. The evaluation addresses differ-
ent aspects, namely, the granularity of the per-
suasion technique category, i.e., coarse- (6 la-
bels) versus fine-grained (23 labels), and the
focus of the classification, i.e., at which level
the labels are detected (subword, sentence, or
paragraph). We compare the performance of
mono- verus multi-lingual-trained state-of-the-
art transformed-based models in this context.

1 Introduction

Nowadays, readers of online content are exposed
more than ever to manipulation, disinformation and
propaganda, which can potentially influence their
opinion on relevant topics, such as, e.g., elections,
health crises, migration crises, military conflicts,
etc. Thus, the analysis of online media landscape
is essestial in order to get a deeper insight on the
presented narratives around certain topics across
countries, to detect and identify manipulation at-
tempts and to enchance users’ media literacy. As
a result, in the recent years, one could observe
an ever-growing trend of research on automated
methods supporting the detection of potentially de-
ceptive and manipulative content, on narrative ex-
traction, and on tools for comparative analysis of
online media of different political orientations.

In this paper, we present the results of some
preliminary experiments on the detection of persua-
sion techniques in online news in Polish and Rus-
sian. In order to perform our experiments, we ex-
ploit the datasets used in the SemEval 2023 Shared
Task 3: Detecting the Genre, the Framing, and the
Persuasion Techniques in Online News in a Multi-
lingual Setup (Piskorski et al., 2023), whose one
specific subtask focuses on the detection of per-
suasion techniques at paragraph level in nine lan-
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guages, including, i.a., Polish and Russian, which,
to the best of our knowledge, constitutes the first
ever annotated resource for persuasion technique
detection for these languages at intra-document
level. While the aforementioned shared task re-
volves solely around paragraph-level detection and
classification of persuasion techniques using a tax-
onomy of 23 techniques, in our work, we focus
on the evaluation with different settings: (a) the
granularity of the data after aggregating the results
of the classifier: fine-grained (23 labels) versus
coarse-grained (6 labels); and (b) the focus of the
classification, i.e., at which level the labels are ag-
gregated: subword, sentence, and paragraph level.
The main drive behind the inclusion of these dif-
ferent dimensions in the evaluation is to gain a
better understanding about the usability of auto-
mated persuasion technique detection for practical
applications. The primary focus is to compare the
performance of mono- versus multi-lingual-trained
state-of-the-art transformed-based models in this
context.

The rest of this paper is organized as follows.
First, we report on related work in Section 2. Next,
the persuasion technique detection task and the
underlying taxonomy is introduced in Section 3.
Subsequently, in Section 4 we report on the carried
out experiments, including the description of the
dataset, evaluation methodology, models explored,
the results, and some rudimentary error analysis.
We end up with the conclusions and future outlook
in Section 5.

2 Related Work

The work on automated detection of persuasion
techniques in text is related to work on propa-
ganda detection. The work in the latter area ini-
tially focused on document-level analysis and pre-
dictions. For example, Rashkin et al. (2017) re-
ports on prediction of four classes (trusted, satire,
hoax, and propaganda) of documents, whereas
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Barrén-Cedeno et al. (2019) developed a corpus
of documents tagged either as propaganda or non-
propaganda) and further investigated writing style
and readability level.

In parallel to the above, other research work
focused on the detection of specific persuasion
techniques in text. Habernal et al. (2017, 2018)
presented a corpus with 1.3k arguments annotated
with 5 fallacies that directly relate to propaganda
techniques. A more fine-grained analysis was done
by Da San Martino et al. (2019a), who developed
a corpus of English news articles labelled with 18
propaganda techniques at span and sentence level,
and proposed a deep learning-based solutions for
this task. Improved models were proposed address-
ing the limitations of transformers by Chernyavskiy
et al. (2021), whereas the topic of interpretable
propaganda detection was addressed by Yu et al.
(2021). Somewhat related is also the work on de-
tection of use of propaganda techniques in memes
(Dimitrov et al., 2021a), the relationship between
propaganda and coordination (Hristakieva et al.,
2022), and work studying COVID-19 related pro-
paganda in social media (Nakov et al., 2021a,b).
Bonial et al. (2022) reported on the creation of an-
notated text snippet dataset with logical fallacies
for Covid-19 domain and evaluation or ML-based
approaches using this corpus. Sourati et al. (2022)
presents three-stage evaluation framework of detec-
tion, coarse-grained, and fine-grained classification
of logical fallacies through adapting existing evalu-
ation datasets, and evaluate various state-of-the-art
models using this framework. Jin et al. (2022) pro-
posed the task of logical fallacy detection and a
new dataset of logical fallacies found in climate
change claims. Noteworthy, all the persuasion tech-
niques and logical fallacy taxonomies introduced in
the aforementioned research works do, in principle,
overlap to a very high degree, but are structured
differently, and different naming conventions are
used.

A comprehensive survey on computational pro-
paganda detection is presented in (Da San Martino
et al., 2020b).

Various shared tasks related to persuasion tech-
nique detection were organized in the recent years.
For instance, SemEval-2020 task 11 on Detec-
tion of Persuasion Techniques in News Articles
(Da San Martino et al., 2020a) focused on the de-
tection of persuasion techniques (at text span level)
in news articles. The NLP4IF-2019 task on Fine-

Grained Propaganda Detection task proposed a
similar-in-nature task with a taxonomy of 18 per-
suasion techniques. The SemEval-2021 task 6 on
Detection of Persuasion Techniques in Texts and
Images focused on the detection of propaganda
techniques deployed in memes, and used a taxon-
omy of 22 techniques (Dimitrov et al., 2021b). Fi-
nally, WANLP’2022 (Alam et al., 2022) shared task
centred around the detection of 20 propaganda tech-
niques in Arabic tweets (Alam et al., 2022), while
the SemEval 2023 Shared Task 3: Detecting the
Genre, the Framing, and the Persuasion Techniques
in Online News in a Multi-lingual Setup (Piskorski
et al., 2023) has a subtask revolving around the
detection of persuasion techniques at paragraph
level in nine languages, including: English, French,
Georgian, German, Greek, Italian, Polish, Russian,
Spanish.

The work on persuasion detection for Polish and
Russian is scarce, and focused mainly on the analy-
sis of the use of persuasion techniques, not their de-
tection. For instance (Stepaniuk K., 2021) studies
the use of linguistic cues defined as Persuasive Lin-
guistic Tricks (PLT) in social media (SM) market-
ing communication. (Andrusyak, 2019) studied the
use of propaganda techniques in the Russian news
in the context of the Russian military intervention
in Ukraine in 2014, and also explored NLP-based
models for their automated detection, however, this
is done at document level, i.e., classification of
articles into persuasive and non-persuasive ones,
which is different from our work which is at the
intra-document level. To our best knowledge, the
resources used in the context of the SemEval 2023
Shared Task 3 (Piskorski et al., 2023) constitute the
only resource for persuasion technique detection
for Polish and Russian at text span level, on top of
which we carry out our research reported in this

paper.
3 Persuasion Technique Detection

Persuasion techniques are tools and strategies used
by individuals to influence others’ opinions or to
motivate them to undertake or support some action
or adopt new behaviour(s). In order to perform our
set of experiments, we exploit the persuasion tech-
niques taxonomy from the SemEval 2023 Shared
Task 3: Detecting the Genre, the Framing, and the
Persuasion Techniques in Online News in a Multi-
lingual Setup (Piskorski et al., 2023), which is an
extended version of the the taxonomy introduced
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in Da San Martino et al. (2019a,b). At the top level,
there are 6 coarse-grained types of persuasion tech-
niques:

* Attack on reputation: The argument does
not address the topic, but rather targets the
participant (personality, experience, deeds) in
order to question and/or to undermine their
credibility. The object of the argumentation
can also refer to a group of individuals, an
organization, an object, or an activity.

¢ Justification: The argument is made of two
parts, a statement and an explanation or an ap-
peal, where the latter is used to justify and/or
to support the statement.

» Simplification: The argument excessively
simplifies a problem, usually regarding the
cause, the consequence or the existence of
choices.

* Distraction: The argument takes focus away
from the main topic or argument to distract
the reader.

* Call: The text is not an argument, but an en-
couragement to act or to think in a particular
way.

* Manipulative wording: the text is not an
argument per se, but uses specific language,
which contains words or phrases that are either
non-neutral, confusing, exaggerating, loaded,
etc., in order to impact the reader emotionally.

These six types are further subdivided into 23
fine-grained techniques. Figure 1 gives an overview
of the two-tier taxonomy and a short definition of
all fine-grained techniques.

The persuasion technique detection is a multi-
class multi-label classification task. Some exam-
ples of persuasion techniques for Polish and Rus-
sian are provided in Figure 2.

4 Experiments

We explore the performance of state-of-the-art
transformer-based models for the task at hand, on
the two languages of interest, namely, Polish and
Russian, and the effect of cross-lingual transfer
learning using multi-lingual models. Specifically,
we compared the performance of mono-lingual
models with the current multi-lingual model XLM-
RoBERTa (Conneau et al., 2020), we measured

ATTACK ON REPUTATION

Name Calling or Labelling: a form of argument in which loaded labels
are directed at an individual, group, object or activity, typically in an
insulting or demeaning way, but also using labels the target audience finds
desirable.

Guilt by Association: attacking the opponent or an activity by associating
it with a another group, activity or concept that has sharp negative
connotations for the target audience.

Casting Doubt: questioning the character or personal attributes of
someone or something in order to question their general credibility or
quality.

Appeal to Hypocrisy: the target of the technique is attacked on its
reputation by charging them with hypocrisy/inconsistency.

Questioning the Reputation: the target is attacked by making strong
negative claims about it, focusing specially on undermining its character
and moral stature rather than relying on an argument about the topic.

JUSTIFICATION

Flag Waiving: justifying an idea by exhaling the pride of a group or
highlighting the benefits for that specific group.

Appeal to Authority: a weight is given to an argument, an idea or
information by simply stating that a particular entity considered as an
authority is the source of the information.

Appeal to Popularity: a weight is given to an argument or idea by
justifying it on the basis that allegedly "everybody" (or the large majority)
agrees with it or "nobody" disagrees with it.

Appeal to Values: a weight is given to an idea by linking it to values seen
by the target audience as positive.

Appeal to Fear, Prejudice: promotes or rejects an idea through the
repulsion or fear of the audience towards this idea.

DISTRACTION

Strawman: consists in making an impression of refuting an argument of
the opponent’s proposition, whereas the real subject of the argument was
not addressed or refuted, but instead replaced with a false one.

Red Herring: consists in diverting the attention of the audience from the
main topic being discussed, by introducing another topic, which is
irrelevant.

Whataboutism: a technique that attempts to discredit an opponent’s
position by charging them with hypocrisy without directly disproving their
argument.

SIMPLIFICATION

Causal Oversimplification: assuming a single cause or reason when there
are actually multiple causes for an issue.

False Dilemma or No Choice: a logical fallacy that presents only two
options or sides when there are many options or sides. In extreme, the
author tells the audience exactly what actions to take, eliminating any other
possible choices.

Consequential Oversimplification: is an assertion one is making of some
"first" event/action leading to a domino-like chain of events that have some
significant negative (positive) effects and consequences that appear to be
ludicrous or unwarranted or with each step in the chain more and more
improbable.

CALL

Slogans: a brief and striking phrase, often acting like emotional appeals,
that may include labeling and stereotyping.

Conversation Killer: words or phrases that discourage critical thought
and meaningful discussion about a given topic.

Appeal to Time: the argument is centred around the idea that time has
come for a particular action.

MANIPULATIVE WORDING

Loaded Language: use of specific words and phrases with strong
emotional implications (either positive or negative) to influence and
convince the audience that an argument is valid.

Obfuscation, Intentional Vagueness, Confusion: use of words that are
deliberately not clear, vague or ambiguous so that the audience may have
its own interpretations.

Exaggeration or Minimisation: consists of either representing something
in an excessive manner or making something seem less important or
smaller than it really is.

Repetition: the speaker uses the same phrase repeatedly with the hopes
that the repetition will lead to persuade the audience.

Figure 1: Persuasion techniques taxonomy. The six
coarse-grained techniques are subdivided into 23 fine-
grained ones.
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Ci zas, ktorzy nie pamietajq PRL, mogq sobie skojarzy¢ styl telewizji Jacka
Kurskiego z Chinami albo innymi krajami Wschodu.
Guilt by Association[POLISH]

Juz nigdy nie pozwolimy, by na polskiej ziemi stangta noga rosyjskiego
Zotnierza — dmie w sztandar narodowej dumy premier.
Flag Waiving [POLISH]

Wedtug najnowszych danych agencji badawczej Inquiry, az 47 proc.
respondentow w tej grupie deklaruje, Ze nie bedzie si¢ szczepié. Czy
naprawde w Polsce jestesmy gotowi ryzykowac Zyciem i zdrowiem naszych
dzieci? [Appeal to fear, prejudice [POLISH]

Jak styszelismy dzisiaj prezydenta Niemiec, ktory mowi, Ze Nord Stream 2
to jest formuta reparacji czy sptaty dtugu za okropnosci, jakie zostaty
wyrzqdzone przez Niemcy Rosjanom w czasie drugiej wojny Swiatowej,
musze powiedzied, Ze nabiera to nowego znaczenia. Jesli ten projekt tak
miatby by¢ traktowany, to Niemcy sq gotowe do dyskusji o reparacjach dla
Polski. |Strawman [POLISH]

Byta zastepczyni rzecznika praw obywatelskich w rozmowie z Interiq
stwierdzita, Ze ,,potrzebna jest partia, ktora w sposob pryncypialny
podejdzie do kwestii walki z katastrofq klimatyczng i bezkompromisowo do
praw zwierzqt”. - Bez weganizmu taka perspektywa nie bedzie mozliwa -
ocenita. [False Dilemma or No Choice [POLISH]

Taka jest prawda i koniec. (Conversation Killer [POLISH]
Aborcja to tylko zabieg medycznyMinimisation [POLISH]

Pewenue cyda 6y0em umemsn nyeaioujue nociedécmeus 0us eceti
Anmepuru/Casting doubt [RUSSIAN]

Pewenue cyda 6ydem umems nyzaioujue nociedécmeus 0is eceti
AmepuruLoaded language [RUSSIAN]

cobpano becnpeyedeHmHo Wupokyo
nododepoi ky Exaggeration or Minimisation [RUSSIAN]

Jlaspoe copean Macku u 8b108UHYIL
mpeb6oearue Appeal to Hypocrisy [RUSSTAN]

Hnu 6wt 2080pume, umo npe3udenm 3eieHCKUTl 2€poLl, UNU 8bl
nponymunckas mapuoremraFalse dilemma[RUSSIAN]

Ommeuaemcs, 4mo 6 nepsule OHU CReYONepayuu J100U CIMpPeMUIUCy
noddepaicamso Yrpaumy, o0Hako cetivac (pokyc ux BHUMAHUS
3aocmpeH Ha 6oaee akmyarsHuix npobaremaxObfuscation [RUSSIAN]

Figure 2: Examples of text snippets in Polish and Rus-
sian with persuasion techniques. The text fragments
highlighted in yellow are the actual text spans anno-
tated.

TRAIN DEVELOPMENT TEST

lang #docs #spans Ap: #docs #spans A,; #docs
PL 145 2839 19.6 49 985 20.1 47

RU 143 3399 23.8 48 739 154 72
FR 158 5595 354 53 1586 29.9 -
EN 446 7201 16.1 90 1801 20.0 -
DE 132 4501 34.1 45 1236 27.5 -
IT 227 6027 26.6 76 1934 254 -

Table 1: Dataset statistics: total number of documents
(#docs), total number of text spans annotated (#spans),
average number of persuasion techniques per document

(Apt)‘

the effect of training with extra annotations from
different languages (English, French, German, and
Italian).

4.1 Experiments Settings

For monolingual models we used Her-
BERT (Mroczkowski et al., 2021) and
RuRoBERTa!, for Polish and Russian re-
spectively, and for multi-lingual data we used
XLM-RoBERTa (Conneau et al., 2020). We
used the large variants for all the models from
Huggingface. Regarding hyper-parameters, from
our previous experimentation with this task on
a multi-lingual setting, we found the optimal

settings to be batch size = 12, Ir = 3e — 3,
weight decay = 0.01, and early stopping of
with a patience of 750 steps. We used the

aforementioned BERT variants in a multi-label
token classification configuration where we added
a sigmoid layer on the output of the last layer
with binary-cross entropy as loss function. This
way, for each token we get 23 predictions, one per
label (then aggregated to 6 in the coarse-gained
setting). Each token in this setting corresponds
to a subword, emitted by the model’s tokenizer.
Using subword-level predictions, we further
aggregated them in sentences and paragraphs in
post-processing for additional evaluation.

4.2 Dataset

We exploit the dataset consisting of new articles
with annotated persuasion techniques for Polish
and Russian from the SemEval 2023 Shared Task
3 (Piskorski et al., 2023). This dataset contains
span- and paragraph-level annotations of persua-
sion techniques, where the latter were simply de-
rived from the span-level annotations. We also used
the data for English, German, French and Italian
from the same shared task to explore how exploita-
tion of multi-lingual data boosts the performance
for the target languages. The entire dataset is sub-
divided into train, development and test dataset.
The overview of the high-level statistics of all three
datasets® is provided in Table 1.

Detailed statistics on the coarse- and fine-grained
persuasion techniques for Polish and Russian for

"https://huggingface.co/sberbank-ai/
ruRoberta-large/blob/main/README.md

2ht’cps: //propaganda.math.unipd.it/
semeval2023task3/index.html

3The golden labels for the test dataset are currently not
publicly available, however the shared task provides a web
interface to carry out evaluations on this dataset
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the training and development datasets are provided
in Table 2. One can observe that these datasets are
highly imbalanced. Attack on Reputation instances
account for approx. 50% of the entire dataset for
both languages, where Name Calling-Labelling
(approx. 18-27% for Polish, 7-10% for Russian)
and Doubt (approx. 11-12% for Polish, 18-22%
for Russian) are the most prevalent fine-grained
techniques. The second most populated coarse-
grained class is Manipulative Wording (ca. 19-21%
and 35-37% for Polish and Russian respectively),
where Loaded Language is the most prominent
fine-grained class (approx. 11-15% and 28-29%
for Polish and Russian respectively). Finally, the
third most populated coarse-grained class for Pol-
ish is Justification (approx. 15-22%), whereas it
it significantly less populated for Russian (approx.
4-5% only).

4.3 Evaluation Methodology

For the purpose of evaluating different models we
use micro and macro, recall and precision and
Fi measures.

Additionally, we evaluate different settings: (a)
the granularity of the data after aggregating the
results of the classifier: fine-grained (23 labels),
coarse-grained (6 labels); and (b) the focus of the
classification, i.e., at which level the labels are
aggregated: paragraph level (split at new lines),
sentence level (using an ad-hoc language-aware
sentence splitter) and natively at subword level.

4.4 Results

Tables 3 and 4 provide overall evaluation results
for all models on fine- and coarse-grained classifi-
cation task at different focus levels of evaluation,
i.e., subword, sentence, and paragraph level, for
Polish and Russian resp. All models were trained
using train dataset and evaluated on the develop-
ment dataset. The XLM-RoBERTa version trained
on all multilingual data (6 languages) is referred to
with XLM-RoBERTa,,,,,1¢;-

First, we can observe that including the other lan-
guages (XLM-RoBERTa,,,,,;;;), yields the highest
performance boost in almost all settings, especially
in terms of macro scores, and that overall results for
Russian are better than for Polish. Second, the per-
formance in both micro and macro F} for Polish
grows with the broader focus level of the evalu-
ation, ranging for macro F; from .187 (.224) to
.324 (.487) for fine-grained (coarse-grained) classi-
fication, and for Russian from .190 (.267) to .306

(.464). The mono-lingual HerBERT used for Polish
performs worst in almost all settings, whereas the
mono-lingual Russian ruRoBERTa-based model
exhibits slightly better performance vis-a-vis XLM-
RoBERTa and outperforms XLM-RoBERTa, ;.14
only in micro F} at the subword level. Since this
is noticeable only at this level, we speculate that
it is an effect of the difference in script (latin to
cyrillic).

In order to get a deeper insight into the perfor-
mance of the best performing classifier, namely,
XLM-RoBERTa,,,,;1; we provide in Table 7 pre-
cision, recall, and F} results per each persuasion
technique evaluated at sentence level for both Pol-
ish and Russian. The classes obtaining best results
(i.e., '} measure above .3) are highlighted in bold.
One can observe some that the two models per-
form best in the same techniques. In both mod-
els, the best performing classes are Name Calling-
Labelling .56 (.63), Appeal to Fear-Prejudice 47
(.46), and Loaded Language .46 (.46) for Polish
(Russian). We also observe that the worst perform-
ing classes are also common. i.e., for both lan-
guages Red Herring, Whataboutism, Obfuscation-
Vagueness-Confusion obtain zero scores. We hy-
potheisze the poor performance is most likely due
to data scarcity, something observed for most lan-
guages of the dataset. We also compared the results
of XLM-RoBERTa,,,,,;;; with the models trained
without transfer learning from other languages on
a per-class basis. We observed that transfer learn-
ing provides a noticeable boost on low-performing
classes: the count of classes not predicted at all
goes down from 9 to 3 for both Polish and Russian.

For the sake of completeness, in Table 6, we
present the results of the models when trained on
train with development as validation and evalu-
ated on the test dataset only on sentence level us-
ing the fine-grained taxonomy. Due to the imbal-
anced nature of the data, and the high number of
under-performing classes, we focus on the macro
Fy score. Here, we can clearly see that XLM-
RoBERTa,,,,;;; also provides a noticeable boost
in both cases, while the micro scores remain at
the same level as in the other cases. As before,
we hypothesize that this effect is due to a boost in
under-represented labels where the number of an-
notations in the target language is very low, but the
contribution of annotations from other languages
is sufficient to enable the detection of those labels.

We have carried an additional experiment to sim-
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Polish Russian

TRAIN DEV TRAIN DEV
technique #num % #num % #num 9% #num %

Attack on Reputation 1620 57.06 484 49.14 1601 47.10 341 46.14

Name Calling-Labeling 764 2691 177 17.97 331 9.74 56 7.58
Guilt by Association 111 3.91 37 3.6 32 094 12 1.62
Doubt 349 1229 111 11.27 732 21.54 133 18.00

Appeal to Hypocrisy 192 6.76 91 924 125 3.68 19 257
Questioning the Reputation 204 7.19 68 690 381 11.21 121 16.37

Justification 413 14.55 218 22.13 185 5.44 36 4.87

Flag Waving 97 3.42 33 335 50 147 10 1.35
Appeal to Authority 43 151 50 5.08 10 0.29 2 027
Appeal to Values 111 391 60 6.09 54 159 9 122

2

3

Appeal to Popularity 31 1.09 28 2.84 8 024 0.27
Appeal to Fear-Prejudice 131  4.61 47 477 63 1.85 1 1.76

Simplification 49 1.73 22 223 147 432 31 4.19

Causal Oversimplification 12 042 5 051 40 1.18 6 0.81
Consequential Oversimplification 25 0.88 9 091 76 2.24 14 1.89
False Dilemma-No Choice 12 042 8 0.8l 31 091 11 1.49

Distraction 40 141 14 142 30 0.88 16 2.17

Strawman 19 0.67 3 030 21 0.62 11 1.49
Red Herring 12 0.42 7 071 2 0.06 1 0.14
‘Whataboutism 9 032 4 041 7 021 4 054

Calls 115 4.05 58 589 211 6.21 39 528

Slogans 42 148 7 071 84 247 12 1.62
Conversation Killer 58 2.04 45 457 91 2.68 26 3.52
Appeal to Time 15 0.53 6 0.61 36 1.06 1 0.14

Manipulative Wording 602 21.20 189 19.19 1225 36.04 276 37.35

Loaded Language 422 14.86 112 11.37 971 2857 216 29.23
Obfuscation-Vagueness-Confusion 37 1.30 11 1.12 20 0.59 10 1.35
Exaggeration-Minimisation 128 4.51 48 487 149 438 30 4.06
Repetition 15 053 18 1.83 85 2.50 20 271

all 2839 985 3399 739

Table 2: Dataset statistics for the fine-grained persuasion techniques for train and development datasets.

Fine-grained classification

Subword Sentence Paragraph
micro macro micro macro micro macro
model P R W P R n P R Fm P R FH P R F, P R I
HerBERT 236 .089 .129 .162 .056 .083 .331 .197 .247 212 .110 .145 .423 .306 .355 .296 .170 .216
XLM-RoBERTa .245 .096 .138 .176 .061 .091 .341 .204 .255 227 .108 .146 .445 .336 .383 .289 .170 .214

XLM-RoBERTa 4145 390 .154 .221 .331 .130 .187 .502 .254 .337 .382 .189 .253 .612 .338 435 473 .246 .324

Coarse-grained classification

Subword Sentence Paragraph
micro macro micro macro micro macro
model P R »w P R n P R Fm P R Fm P R Fm P R F
HerBERT 348 .132 .191 .186 .076 .108 .483 .281 .355 .258 .162 .199 .613 .430 .505 .354 .243 .288
XLM-RoBERTa 362 .141 203 .195 .081 .115 .500 .291 .368 .291 .166 .212 .640 .464 .538 .390 .260 .312

XLM-RoBERTa ;145 519 207 .296 .469 .164 .244 .675 .353 463 .544 261 .353 .808 .471 .595 .709 .371 .487

Table 3: Evaluation results for Polish for fine- and coarse-grained classification for models trained on frain dataset
and evaluated on the development dataset. Best results in terms of F; are highlighted in bold.
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Fine-grained classification

Subword Sentence Paragraph
micro macro micro macro micro macro
model P R n P R 'w P R F P R FA P R FFW P R F
RuRoBERTa 241 212 226 .145 .075 .099 .309 .349 .327 .161 .139 .150 .360 .403 .381 .185 .169 .176

XLM-RoBERTa 241 .095 .136 .217 .064 .099
XLM-RoBERTa,,445 .367 161 .223 314 .136 .190

323 .150 .205 .220 .084 .122
.500 .269 .350 .363 .196 .254

478 221 302 .295 .130 .181
569 .329 417 416 .242 .306

Coarse-grained classification

Subword Sentence Paragraph
micro macro micro macro micro macro
model P R n P R R P R Fm P R Fm P R Fm P R F
RuRoBERTa 362 310 .334 .228 .156 .185 .460 .486 .473 .298 .282 .290 .516 .535 .525 .346 .318 .331

XLM-RoBERTa 390 .152 219 471 .124 .196
XLM-RoBERTa,145 498 221 .306 .458 .188 .267

509 .243 329 540 .178 .268
.663 .374 478 541 291 378

.645 .325 432 .654 .256 .368
755 470 580 .630 367 .464

Table 4: Evaluation results for Russian for fine- and coarse-grained classification for the models trained on train
dataset and evaluated on the development dataset. Best results in terms of F} are highlighted in bold.

ulate a different scenario, in which it is assumed
that the text fragments that contain persuasion tech-
niques are already identified, and the remaining
task is to classify those fragments with the cor-
responding fine-grained persuasion technique la-
bels. As a matter of fact, we have trained XML-
RoBERTa on all training data in six languages and
evaluated on the task of classifying whether para-
graphs and sentences are persuasive or not, and
achieved F} scores of .823 and .669 respectively
when evaluated on the development data. This indi-
cates that a reliable binary persuasiveness classifier
can be developed. Subsequently, we trained a lin-
ear multi-label SVM classifier with 3-5 character
n-grams as features using solely the text spans la-
belled with fine-grained persuasion techniques in
Polish/Russian and exploiting the respective train-
ing datasets and evaluated it on the development
datasets. The evaluation results of this experiment
are provided in Figure 4.4. We can observe that
such linguistically-poor models achieve, not fully
unexpected, reasonable results (£} score) for some
classes, e.g., Name Calling-Labeling (.85), Loaded
Language (.51), Conversation Killer (.49), Slogans
(.49) and Flag Waving (.40) for Polish, and Name
Calling-Labeling (.60), Guilt by Association (.54),
Doubt (.46), Appeal to Time (.40), Loaded Lan-
guage (.53) for Russian. These results indicate the
discriminatory potential of lexical features, as one
of the areas to explore in future.

4.5 Error Analysis

We conducted some error analysis of the XLM-
RoBERTa,,,,,;:; model, trained on the frain dataset
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Polish
P R

Russian
P R I

52 .
A5 .
28 .
18
14 .
28 .

technique

Name Calling-Labeling .
Guilt by Association .
Doubt

Appeal to Hypocrisy .
Questioning the Reputation .
Flag Waving .

Appeal to Authority .
Appeal to Values .

Appeal to Popularity .
Appeal to Fear-Prejudice .
Causal Oversimplification .
Conseq. Oversimplification .
False Dilemma-No Choice .
Straw Man .

Red Herring .
Whataboutism .

Slogans

Conversation Killer .
Appeal to Time .

Loaded Language .
Obfusc.-Vagueness-Confusion .
Exaggeration-Minimisation .
Repetition .

Table 5: Evaluation results per class for Polish and
Russian for fine-grained classification at sentence level
using XLM-RoBERTa,,,,,;;; trained on the train dataset
and evaluated on the development dataset. Results with
F score above .3 are shown in bold.



model P R micro F} macro F}
Russian
ruRoBERTa .271 .175 212 134
XLM-RoBERTa 341 .204 255 146
XLM-RoBERTa,,,¢5 379 .176 240 211
Polish
HerBERT .343 .219 267 .156
XLM-RoBERTa .323 .150 205 122
XLM-RoBERTa,,,¢5 392 .199 264 199

Table 6: Evaluation results on the fest dataset at sen-
tence level for models trained and validated on train and
development datasets respectively. The best I} scores
are highlighted in bold.

Polish Russian

technique P R Fi P R F

Name Calling-Labeling .78 .95 .85 .56 .64 .60
Guilt by Association .30 .24 .26 .62 .48 .54
Doubt .28 .39 .33 41 .52 .46

Appeal to Hypocrisy .34 .43 .38 .18 .13 .15
Questioning the Reputation .23 .21 .22 .25 .33 .28
Flag Waving .39 41 40 .19 .12 .

Appeal to Authority .35 .18 .24 .00 .00 .00
Appeal to Values .31 .33 .32 .28 .17 .21
Appeal to Popularity .31 .17 .22 33 .10 .15
Appeal to Fear-Prejudice .32 .31 .31 .36 .21 .27
Causal Oversimplification 1.00 .12 .21 .00 .00 .00
Conseq. Oversimplification .25 .03 .05 .17 .12 .14
False Dilemma-No Choice .50 .10 .17 .44 .26 .33
Strawman .25 .14 .18 .15 .06 .09

Red Herring .50 .11 .17 .00 .00 .00
Whataboutism .00 .00 .00 .00 .00 .00

Slogans .68 .39 .49 .40 .25 31

Conversation Killer .50 .49 49 23 20 .21
Appeal to Time .33 .10 .15 .61 .30 .40

Loaded Language .49 .54 .51 .49 .58 .53
Obfusc.-Vagueness-Confusion .38 .13 .19 .00 .00 .00
Exaggeration-Minimisation .24 .17 .20 .30 .25 .27
Repetition .27 .13 .18 .24 .19 .21

micro average .47 49 48 40 43 41
macro average .39 .26 .28 27 .21 .23
weighted average .45 .49 46 .38 43 40

Table 7: Evaluation of text-span multi-label SVM clas-
sifier for Polish and Russian trained and evaluated using
training and development dataset resp. The best per-
forming classes in terms of F} score (above .40) are
highlighted in bold.

and evaluated on the development one, and noticed
that some of the False Positives (FP) seemed cor-
rect. To get a better understanding, we analyzed
in detail a sample of 10 random FPs for Russian,
results are reported Figure 3. As we can see from
the results, Recall scores are lower than Precision
which indicates that the challenge of the model is
the number of False Negatives.

Interestingly, we can see that around half of the
False Positives are actually correct detections of
persuasion techniques, and 2 of the others are ar-
guable and have at least the coarse-grained category
correct. Our intuition is that an important part of
the FPs could actually be correct, however we do
not measure it here precisely as it would require
an important annotation effort, and this is left for
future work. This is to be expected in a task with an
inherently significant amount of subjectivity such
as persuasion technique detection.

We further noticed that, confusion in fine-
grained labels seems to happen within the same
coarse-grained category (e.g. Appeal to Hypocrisy
is confused with Questioning the reputation, both
under Attack on Reputation category). This is co-
herent with the fact that we observed in Tables 3
4, a strong increase on most micro scores when
moving from fine to coarse-grained evaluation.

5 Conclusions and Future Work

In this paper we reported on some preliminary ex-
periments on the detection of persuasion techniques
in online news in Polish and Russian, using a taxon-
omy of 23 persuasion techniques, and considering
different evaluations scenarios: fine- versus coarse-
grained classification, the text-structure level at
which the labels are detected (subword, sentence,
or paragraph). The comparison of mono- and multi-
lingual-trained state-of-the-art transformed-based
models revealed the superiority of the latter in most
evaluation settings, however, given the complexity
of the task, there is significant space for improve-
ment.

In our future research we envisage to: (a) en-
large the pool of transformer-based models for in-
clusion in the evaluation to get a more complete
picture of the phenomena observed so far, (b) ex-
plore whether and how to exploit data augmenta-
tion (Feng et al., 2021) to boost the performance
of the low-populated persuasion technique classes,
and (c) investigate different pre-trained models for
the task, like models fine-tuned on multi-lingual
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ITurasnucey onn B kade[Casting Doubt]Not Correct: and not a
technique

Ho 6onrapckoe npaBUTeNbCTBO YAUBUJIO CBOUX IPark/iaH
[CASTING DOUBT]

Eauneiit nogxon sBocnuranus u obpasosanusi [APPEAL TO
VALUES] Not Correct

B 1o ke Bpewms, ormevaer CesmBanon, B BCY ocosnaor,
9TO 3HAYHUTEJbHAs YaCTh HaceJeHUsl YKpauHbl He Oyaer
noaaepxkusarh crpany [FLAG WAIVING] : Would
have been correct without the negation, otherwise it is both Casting Doubt
and Appeal to Popularity

passepuyTasi CIIIA u ux COIO3HUKAMU IIPONAaraHIUCTCKasi
KaMIIAHUsI O «POCCUHUCKON arpecCHuu» MPOTUB Y KPAMHbI
TnpecieayeT MPOBOKAIIMOHHBIE IEJIH, TEM CAMBIM ITOOIIPSIs
BiacTu B Kuese k caboraKy MHUHCKUX COTJIAIIeHUN
[CASTING DOUBT]

Ecte Muma Kasesamsuin, KoTopblii Bcerjia 6b11 BepeH
npuHnunaMm u 6u11 6oiirom [APPEAL TO VALUES]

Panee npokyparypa Caukr-IlerepGypra HanpaBuia B Cyn
HCK O Ipu3HaHuu 6s10Kaabl JIeHHHIpala eHOUUI0M
[LOADED LANGUAGE]

Ha nux nener B kasue Beuno He xBartaeT [QUESTIONING
REPUTATION]

CxoxxuM 06pa3oM BbICKazaJsach npeMmbep Hosoit 3esanaun
Hexkacunga Apaepa [CASTING DOUBT] Not correct: and not a
technique

clieslaTh CTaBKYy Ha JaJibHeiimuii passasn Poccun, To ecrn
Poccuiickoit Peneparnuu [CAUSAL OVERSIMPLIFICATION]
. it is rather an instance of False Dilemma

Figure 3: Analysis of 10 randomly sampled examples
of False Positives in Russian.

QA (Artetxe et al., 2017) or NLI (Williams et al.,
2018) corpora to investigate their performance on
thought coherent classes (like Simplification or Dis-
traction families).

Limitations

The results reported in this paper are to a certain
degree limited since the range of state-of-the-art
mono- and multilingual models explored is by far
not complete. Therefore, the main findings of the
paper should be considered as of preliminary na-
ture. We envisage to carry out more comprehensive
explorations both in terms of models, architectures
and languages in future. It is also important to
emphasize that the underlying dataset used for the
sake of carrying out the experiments exhibits some
data scarcity problems, which might have led to
some partially poor results, and which constitutes
another aspect to be addressed in future research.
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