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Abstract

Machine learning drives forward the develop-
ment in many areas of Natural Language Pro-
cessing (NLP). Until now, many NLP systems
and research are focusing on high-resource lan-
guages, i.e. languages for which many data re-
sources exist. Recently, so-called low-resource
languages increasingly come into focus. In
this context, multi-lingual language models,
which are trained on related languages to a tar-
get low-resource language, may enable NLP
tasks on this low-resource language. In this
work, we investigate the use of multi-lingual
models for Named Entity Recognition (NER)
for low-resource languages. We consider the
West Slavic language family and the low-
resource languages Upper Sorbian and Kashu-
bian. Three ROBERTa models were trained
from scratch, two mono-lingual models for
Czech and Polish, and one bi-lingual model
for Czech and Polish. These models were
evaluated on the NER downstream task for
Czech, Polish, Upper Sorbian, and Kashubian,
and compared to existing state-of-the-art mod-
els such as RobeCzech, HerBERT, and XLM-
R. The results indicate that the mono-lingual
models perform better on the language they
were trained on, and both the mono-lingual and
language family models outperform the large
multi-lingual model in downstream tasks. Over-
all, the study shows that low-resource West
Slavic languages can benefit from closely re-
lated languages and their models.

1 Introduction

The success of recent large language models such
as the GPTX-family (Brown et al., 2020) is due to a
vast amount of training data and the availability of
appropriate compute resources which allow to train
these models. However, the availability of training
data varies extremely between the languages of the
world. High-resource languages such as English

*These authors contributed equally.
T Corresponding author.

1

allow to train language models, performing impres-
sively well on a variety of NLP tasks (Liu et al.,
2019), whereas for the majority of the languages
these large corpora are not available and thus, the
same training concept does not necessarily yield
well performing language models. This imbalance
is addressed by multi-lingual models and transfer
learning approaches.

Large multi-lingual language models such as
XLM-R (Conneau et al., 2020) are trained on text
data in 100 different languages and show good
results on a variety of NLP downstream tasks in
different languages, like e.g. Named Entity Recog-
nition (NER) in German. However, there are many
low-resource languages in the world, which are still
not covered by these commonly available language
models due to the lack of a reasonable amount of
training data. This problem is addressed by dif-
ferent transfer learning approaches. One approach
considers language families and the transfer based
on the similarities of the languages of the same
family (de Vries et al., 2021). In this case, the
small amount of training data can partly be com-
pensated by the similarities of the languages within
the family. While training multi-lingual language
models on languages from the same family, the
training process profits from a larger amount of
training data and from structural similarities of the
languages at the same time.

In contrast to the training of multi-lingual lan-
guage models, Ostendorff and Rehm (2023) con-
sider the transfer from large language models for
high-resource languages to large language models
for lower-resource languages based on the overlap-
ping vocabulary. In this approach, a large language
model for a high-resource language (HRL) is used
together with a small language model for a lower-
resource language (LRL) in order to initiate the
training of a large language model for LRL. This
approach yields promising results and extensions
to other language pairs which need to be investi-
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gated. However, as this approach is based on an
overlapping vocabulary, language families are of
special interest.

In this paper, we present investigations on the
West Slavic language family. The aim of this work
was to assess the possibilities for low-resource lan-
guages like Upper Sorbian (Howson, 2017) and
Kashubian (Nomachi, 2019) to profit from lan-
guage models from the same language family. For
this reason, we trained mono-lingual and multi-
lingual language models from the same language
familiy and evaluated them on the downstream task
NER. Since there are several publicly available
mono-lingual language models for slavic languages
(Tikhonov et al., 2022), for comparison we evalu-
ated some of them on the same downstream task.

Our contributions are as follows. We consider
the languages Czech (cs), Polish (pl), Upper Sor-
bian (hsb), and Kashubian (csb), all being mem-
bers of the West Slavic language family (Sussex
and Cubberley, 2006). We trained three ROBERTa
models (Liu et al., 2019) from scratch, two mono-
lingual models for Czech and Polish respectively
and one bi-lingual model for Czech and Polish,
based on the Czech and Polish subset of the OS-
CAR data set (Abadji et al., 2022). For model eval-
uation, we used the downstream task, Named Entity
Recognition (NER), as described in (Rahimi et al.,
2019) and the corresponding wikiann dataset. We
evaluated the three RoOBERTa models on Czech and
Polish NER and on Upper Sorbian and Kashubian
NER. For comparison, we also considered existing
SOTA mono- and multi-lingual models, namely
the Czech RoOBERTa model RobeCzech! (Straka
et al., 2021), the Polish BERT model HerBERT?
(Mroczkowski et al., 2021), and the multi-lingual
RoBERTa model XLM-R? (Conneau et al., 2020),
and evaluated them on Czech and Polish NER and
on Upper Sorbian and Kashubian NER.

2 Related work

In de Vries et al. (2021), the impact of language
families on low-resource languages was investi-
gated. The authors used mono-lingual BERT mod-
els (source languages English, German, Dutch) and
the multi-lingual mBERT to show, that linguistic
structure can be transferred for the low-resource

lhttps://huggingface.co/ufal/robeczech—base

2https://huggingface.co/allegro/
herbert-base-cased

3https://huggingface.co/xlm—roberta—base

languages Gronings and West Frisian, which are
closely related to the source languages.

A different approach is taken in Ogueji et al.
(2021), where a transformer-based model is trained
on 11 low-resource African languages belonging to
a single language family. This expands the training
data corpus by utilizing data within one language
family. In contrast, we are interested in detecting
those language combinations, which best support
dedicated low-resource languages.

There is a variety of Czech and Polish lan-
guage models available, as shown in Tikhonov
et al. (2022). In Straka et al. (2021) RobeCzech,
a Czech RoBERTa Model is presented and evalu-
ated on several downstream tasks, including NER
using two datasets (éevéﬂmvé et al., 2007; Konkol
and Konopik, 2013). A Polish RoBERTa model
is described in (Dadas et al., 2020) and evaluated
on NER, using the NKJP dataset (Przepidérkowski,
2011). In Mroczkowski et al. (2021) HerBert, a
Polish BERT model is presented, trained on six dif-
ferent Polish datasets and evaluated on the NKJP
dataset. For several reasons we decided to train
models from scratch as baseline models. First, we
wanted to compare mono-lingual and multi-lingual
language models, which are trained on a subset of
the languages of a language family, based on the
same training corpora. Our particular focus was on
the Sorbian language, which is spoken in a region
of Germany adjacent to both Poland and the Czech
Republic. As in practice geographic distances be-
tween countries, syntactic similarity and syntactic
overlap play an important role for transfer learning
(de Vries and Nissim, 2021), we wanted to train
a czech-polish model. However, for comparison,
we considered existing Czech and Polish language
models in addition. Secondly, we were interested in
performance analysis of distributed model training
on our HPC infrastructure. These results are be-
yond the scope of this paper. Evaluating language
models on NER is very common. Especially for
balto-slavic languages there is a series of work, ad-
dressing the shared tasks of the Balto-Slavic NLP
workshop series, e.g. (Suppa and Jariabka, 2021;
Ljubesi¢ and Lauc, 2021). In Piskorski et al. (2021)
results of the last workshop are presented. As a
starting point however, we restricted our investiga-
tions to NER for only three entites, namely Person,
Organisation, and Location.



N D | low_ LBP_ D | RED_D | Meta_S
pl | 443 209 607 10,121
cs | 127 98 339 6,689

Table 1: Number of deleted documents and sentences
(in thousands) after pre-processing

3 Training of Baseline Models

This investigation considers publicly available pre-
trained language models such as RobeCzech, Her-
BERT and XLM-RoBERTa as well as models
trained from scratch. In this section, the setup for
training language models from scratch is described,
which comprises training data, model architecture,
tokenizer and the concrete training process.

3.1 Training Data

For the training of all models, the OSCAR (Open
Super-large Crawled ALMAnaCH coRpus) dataset
(version 22.01) (Ortiz Sudrez et al., 2020; Abadji
et al., 2022) was used. The Czech partition of the
OSCAR dataset has a size of 58.6 GB, which com-
prises of 10,381,916 documents, and consists of
5,452,724,456 words. The Polish partition of the
OSCAR dataset has a size of 139.0 GB, it com-
prises of 19,301,137 documents, and consists of
12,584,498,906 words. Before training a language
model, we performed some preprocessing steps.
Noisy documents, i.e. with high number of punctua-
tion, were deleted. Documents were filtered, based
on a low language-belonging probability (LBP) to
the Czech and Polish languages respectively. The
LBP is part of the meta data of the OSCAR dataset.
We set the upper threshold for deletion to 0.6. A
de-duplication step was performed in order to get
rid of redundant documents. Sentences with less
than 30 characters were deleted, as they have a high
probability to be the meta data of web pages such
as cookies, copy rights, urls etc. Table 1 depicts the
deleted information, namely the number of noisy
documents (N_D), documents with a low language-
belonging probability (low_LBP_D), the redundant
documents (RED_D), and the number of meta data
sentences (Meta_S).

3.2 Model Architecture and Tokenizer

We used the RoBERTa architecture, a transformer-
based architecture (Liu et al., 2019) with 125M
parameters, 12 layers, 12 self-attention heads, and
768 hidden size for each of the models, we trained.
As usual, models were trained on the masked lan-
guage model objective. We trained three tokenizers,

one each for Czech, Polish, and Czech and Polish,
which are based on the Byte-Pair Encoding (BPE)
tokenizer (Sennrich et al., 2016). The vocabulary
size was set to 52K for each tokenizer, i.e. also
for the multi-lingual tokenizer since the languages,
both members of the West Slavic language family,
are similar, especially in their lexical part. Given
the same vocabulary size for each tokenizer, we
also chose the same architecture for all models.

Overall, we trained two mono-lingual and one
multi-lingual Roberta language models. The used
models were trained using the official code released
in the huggingface library*, version 4.18.0. For
training the multi-lingual model, the concatenation
of the Czech and the Polish subset of the OSCAR
dataset was used.

3.3 Training from Scratch of Mono- and
Multi-Lingual Language Models

Within the concrete training process, all model
weights were randomly initialized. The maximum
sequence length was set to 512 tokens. All three
models were trained with the same hyperparame-
ters, which are presented in Table 2. We used the
AdamW (Loshchilov and Hutter, 2017) optimizer
for optimising the cross-entropy loss. The training

[ [ Czech [ Polish [ Czech-Polish |

Optimizer AdamW
Grad. acc. 10

Warmup steps 55,700 75,000 117,000

Steps 1,160,200 | 1,563,900 2,434,100
Batch size 128
Epochs 10

Learning rate 4e-4

Weight decay 0.01
Adam f; 0.9
Adam (2 0.98

Table 2: Hyperparameter setting during training from
scratch.

of models was done in a distributed manner on a
node equipped with 2x AMD EPYC CPU 7352 (24
cores, multi-threading capable), 1 TB of RAM and
8x NVIDIA A100-SXM4 GPUs (40 GB HBM2
vRAM), in a fully connected intra-node topology
(8x8 links, 3rd generation NVLink). We used Py-
Torch 1.11.0. While training, the data parallelism
strategy of PyTorch DistributedDataParallel (DDP)
was utilized. The training time for a mono-lingual
model was approx. 48 hours. The training time for
the multi-lingual model was approx. 100 hours.

4https ://huggingface.co/roberta-base



During training of the three language models, the
loss shows a strong decrease within the first 10%
of the calculation steps and afterwards it decreases
slowly. This structure remains the same for all
three models. Figure 1 depicts the decrease of the
cross-entropy loss during the training of the multi-
lingual RoBERTa model. The loss is logged every
600 steps, and with gradient accumulation steps
set to 10, this results in ~ 400 data points. The
warmup steps and the regularization term (weight
decay) prevent the model from overfitting. The

evaluation loss
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Figure 1: Cross-entropy loss on training (orange) and
evaluation data (blue) during training of Czech-Polish
LM

cross-entropy loss we obtained after training and
evaluation, is shown in Table 3 for each of the
trained language models. After this preparation

Czech | Polish | Czech-Polish
Train loss 1.6 1.46 1.4
Evaluation loss 1.5 1.34 1.3

Table 3: Cross-Entropy Loss after training from scratch
for each language model.

phase there are three models available that were
trained from scratch.

4 Model Evaluation Results

Throughout the experiments, the main goal is to
investigate whether the low-resource languages,
Upper Sorbian and Kashubian, can benefit from
language models that are trained for closely related
higher-resource languages (here: Czech and Pol-
ish). Thereby, the experiment is twofold: First, the
self-trained (from scratch) mono-lingual models
and the multi-lingual language model are evalu-
ated on the downstream task NER wrt the low-
resource-languages of interest. Second, there is
a further comparison with publicly available pre-
trained mono- and multi-lingual language models
such as e.g. RobeCzech or XLM-RoBERTa.

[ [ s | pl | hsb [ csb |

Train 20,000 | 20,000 150 150
Test 10,000 | 10,000 150 150
Size (MB) | 9.860 9.764 | 0.073 | 0.088

Table 4: Number of sentences in training and test data
for each language, Size of each data set (Bytes)

4.1 Evaluation Data

All of our evaluation experiments are based on the
WikiANN dataset, which is a multi-lingual NER
dataset consisting of Wikipedia articles annotated
with LOC (location), PER (person), and ORG (or-
ganisation) tags in the IOB2 format. We used the
subsets for Czech (cs), Polish (pl), Upper Sorbian
(hsb), and Kashubian (csb) of the version (Rahimi
et al., 2019). Table 4 depicts the number of sen-
tences for each language and the size of each sub-
set and clearly showing Upper Sorbian (hsb), and
Kashubian (csb) as low-resource languages. Exem-
plary for the Czech language, in Table 5 the class
distribution of the Czech wikiann subset is listed,
which shows a sufficiently balanced dataset.

Class label Number of sentences
Location 20, 956
Organisation 17,938
Person 18,523

Table 5: Class distribution for the Czech wikiann subset.

4.2 Evaluation Setup on NER

In this section the evaluation setup of used mod-
els in connection with the wikiann data set is pre-
sented.

The following RoOBERTa models which were
trained from scratch are considered: 1. the mono-
lingual models (Czech, Polish) and 2. the multi-
lingual language model (Czech-Polish). Fur-
thermore, three existing pretrained models are
used, namely: 1. Czech RoOBERTa (RobeCzech)
(Straka et al., 2021), 2. Polish BERT model (Her-
BERT) (Mroczkowski et al., 2021), 3. the multi-
lingual RoBERTa model (XLM-RoBERTa) (Con-
neau et al., 2020), for each using the official code
released in the Huggingface library”.

All models from above are evaluated on the
downstream task NER based on the wikiann data
set (see section 4.1) for the following languages:

Shttps://huggingface.co/ufal/robeczech-base,
https://huggingface.co/allegro/
herbert-base-cased,
https://huggingface.co/x1m-roberta-base



Model Evaluation NER (wikiann)
Czech RoBERTa cs | pl | hsb csb
Polish RoBERTa cs | pl | hsb csb
Czech-Polish RoBERTa | cs | pl | hsb csb
RobeCzech cs | pl | hsb csb
HerBERT cs | pl | hsb csb
XLM-R cs | pl | hsb csb

Table 6: Evaluation: Models and Languages

i) Czech (cs), ii) Polish (pl), iii) Upper Sorbian
(hsb), and iv) Kashubian (csb). For the evaluation,
which comprises of fine-tuning on training data and
evaluation on the validation data, we used a strat-
ified train - validation split; 80% for training and
20% for validation, keeping the same distribution
of the entities in both splits. In the case of the low-
resource languages hsb and csb, only 150 examples
are available for fine-tuning. The hyperparameters
for a full run of the fine-tuning process were cho-
sen as follows: batch size 24, epochs 15. Based on
different seeds a total of 20 runs was performed,
whereby the integer seeds from 123,124, ...,142
were used to control the data shuffling within the
fine-tuning process. For each combination of lan-
guage model and language data set, we chose the
same 20 seeds in order to allow a reproducible com-
parison of the different models. An overview of
all combinations within the evaluation is given in
Table 6. Each of the trained language models is
evaluated on NER for each of the languages under
consideration.

4.3 Evaluation on Czech and Polish NER

We evaluated the language models on the down-
stream task NER on the languages cs, pl, hsb and
csb as depicted in Table 6. In Figure 2 and Figure 3
we show the Fl-score and accuracy, respectively,
for all models we evaluated on the NER down-
stream task. The language, depicted in the header
of each box plot is used for fine-tuning the corre-
sponding model for the downstream task NER.

In this section we discuss our results concern-
ing the languages cs and pl. First, we consider the
models, trained from scratch, named Czech, Polish,
and Czech-Polish. It can be seen that both of the
mono-lingual models show a better accuracy on the
language, they were trained on, in comparison with
the Czech-Polish model. This is in line with the
investigations on fine-tuning for NER on the major-
ity of eight different languages (Rust et al., 2021).
However, the decrease in performance is different
in the two cases. This is possibly due to the train-

ing data size, since the Polish dataset (139.0 GB)
is more than twice the size of the Czech (58.6 GB)
(see section 3.1). Regarding the F1-score, in case
of the Polish language, the Czech-Polish model
performs slightly better than the Polish model.

We now compare our models with some existing
models. In case of the Czech downstream task, it
turns out that the Czech as well as the Czech-Polish
models show a better F1-score than RobeCzech
and XLM-R. Concerning the accuracy, RobeCzech
performs comparable (slightly better) to our mod-
els, however the variance is more balanced. In
case of the Polish downstream task, considering
the F1-Score our Czech-Polish model performs
slightly better than our Polish model and HerBERT.
In contrast, concerning the accuracy our Polish
model performs the best with a larger distance to
our Czech-Polish model and HerBERT. The Her-
BERT model, we evaluated, was trained on a small,
but high-quality data set. For the F1-score, the cov-
erage is more important, which could explain this
distance. For both downstream tasks, Czech and
Polish, the mono-lingual model for the respective
language and the language family model (Czech-
Polish) perform better than the large multi-lingual
model.

For a more detailed analysis, we consider the
single entities. Exemplary, we compare the Czech
model with the Czech-Polish model based on the
Czech downstream task. The respective confusion
matrices are shown in Table 7 and Table 8. The val-
ues in the confusion matrices are the mean values
over 20 runs based on seeds of the corresponding
combination of language model and language data
set. Both matrices report quite similar results. In
the referred tables, the discussed cells are high-
lighted. The Czech-Polish-LLM identifies slightly
more concrete entities for "I-ORG" and "B-LOC"
(see main diagonal in confusion matrices Table 7
and 8, e.g. Czech-Polish-LM: approx. 85 entities
classified as "I-ORG" vs. Czech-LM: approx. 80).
The reverse holds for "O" entities. On the other
hand, "B-ORG" and "B-LOC" as well as "[-ORG"
and "[-LOC" are mixed up more often. Thereby,
I-LOC is more often misclassified as I-ORG over
the models than vice versa. The pairs of entities
including "PER" are classified properly as shown
in the confusion matrices.
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Figure 2: Boxplots of F1-score (20 runs) for all models and languages cs, pl, hsb, csb. The same set of seeds is used
over all combinations.
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Figure 3: Boxplots of accuracy (20 runs) for all models and languages cs, pl, hsb, csb. The same set of seeds is used
over all combinations.

predicted label
true label (¢ B-PER | I-PER | B-ORG | I-ORG | B-LOC | I-LOC
O | 7838.40 1.20 2.25 2.40 3.60 4.50 5.65

B-PER 0.00 65.85 0.00 2.15 0.00 0.00 0.00
I-PER 6.95 0.00 | 82.60 0.10 4.30 0.95 1.10
B-ORG 2.10 3.35 1.05 45.90 0.00 9.60 0.00

1I-ORG 7.65 2.05 6.85 3.20 80.10 2.80 6.35
B-LOC 2.80 1.15 0.00 7.55 2.00 58.50 1.00
I-LOC 1.00 0.00 1.75 0.00 15.25 090 | 45.10

Table 7: Mean values for confusion matrix (20 runs): Czech language model applied evaluated on cs data set.
Highlighted cells refer to the discussion in the text.



predicted label

true label O B-PER | I-PER | B-ORG | I-ORG | B-LOC | I-LOC
O | 775.85 1.30 2.30 4.90 7.65 9.30 6.70

B-PER 0.65 64.70 0.00 2.65 0.00 0.00 0.00
I-PER 6.50 0.80 | 82.95 0.00 2.85 2.00 0.90
B-ORG 2.35 2.10 1.00 46.95 0.10 9.50 0.00
I-ORG 3.90 1.45 5.95 3.45 84.70 1.45 8.10
B-LOC 1.50 0.80 0.00 7.95 1.65 61.05 0.05
I-LOC 1.95 0.00 0.70 0.00 14.55 0.30 | 46.50

Table 8: Mean values for confusion matrix (20 runs): Czech-Polish language model evaluated on cs data set.

Highlighted cells refer to the discussion in the text.

4.4 Model Adaptation for Low-Resource
Languages

The main goal of our work was to investigate, how
language families may support low-resource lan-
guages within their family. For this purpose, we
adapted the Czech, Polish, and Czech-Polish lan-
guage models for the Upper Sorbian (hsb) and the
Kashubian (csb) language. For each of the lan-
guages, the training data for fine-tuning for the
NER downstream task comprises only 150 exam-
ples. The same holds for the evaluation data set.

In Figures 2 and 3, the Fl-score and the accu-
racy is also presented for hsb and csb, comparing
all considered models. For the downstream task
NER in Upper Sorbian, the HerBERT model shows
the best Fl-score, which is surprising as the Up-
per Sorbian language is related more closely to
Czech than to Polish (Howson, 2017). However,
this might be caused by the high quality training
data of the HerBERT model. Considering the accu-
racy, our Czech model performs the best, followed
by our Czech-Polish model. The XLM-R model
does perform worse than our Czech-Polish model,
however the distance is not as large as in the case
of the Polish language. The confusion matrices for
our Czech model and the HerBERT model, evalu-
ated on Upper Sorbian are shown in Table 9 and 10
resp. In general, the numbers are comparable, how-
ever, the HerBERT model does mix up less entities
and identifies more "B-LOC" correctly, whereas
our Czech model identifies more "[I-ORG" entities.

For the downstream task NER in Kashubian, our
Czech-Polish model shows the best F1-score, how-
ever the HerBERT model shows a similar accuracy,
but a more balanced distribution. The interpretation
of these results require a more thorough linguistic
investigation, which is beyond the scope of this
paper.

In Table 11, we summarize our results, present-

ing the mean F1-score and mean accuracy over 20
runs for all experiments.

We conclude, that language models, trained on
languages within the same language family may
improve downstream tasks for low-resource lan-
guages. This seems to be the case, if the language
is not clearly related to a single language as in the
case of Kashubian. However, mono-lingual models,
trained on high-quality data may even outperform
language family models, as it is the case with the
Upper Sorbian language and the HerBERT model
and our models, which were trained on a lower
quality data set.

5 Conclusion and Future Work

In our paper, we investigated the West Slavic lan-
guage family to evaluate the potential of language
models for low-resource languages like Upper Sor-
bian and Kashubian. We trained three RoOBERTa
models from scratch, two mono-lingual models for
both Czech and Polish respectively, and one multi-
lingual model for Czech and Polish. These models
were evaluated on the NER task for Czech, Pol-
ish, Upper Sorbian, and Kashubian. We also com-
pared the performance of our models with existing
SOTA mono- and multi-lingual models, namely
RobeCzech, HerBERT, and XLM-R.

It can be seen that both mono-lingual models
show better accuracy on the language they were
trained on in comparison with the Czech-Polish
model. The Czech and Czech-Polish models show
a better F1-score than RobeCzech and XLM-R in
the Czech downstream task. For both downstream
tasks, the mono-lingual model for the respective
language and the language family model (Czech-
Polish) perform better than a large multi-lingual
model. The adaptation of the language models for
the Upper Sorbian and the Kashubian language
was investigated. The HerBERT model shows the
best F1-score for NER in Upper Sorbian. Our own



predicted label

true label O B-PER | I-PER | B-ORG | I-ORG | B-LOC | I-LOC
O | 841.00 0.90 0.10 0.35 1.10 3.25 3.30

B-PER 0.30 46.15 0.05 0.60 0.00 1.45 0.45
I-PER 3.00 0.20 | 93.50 0.65 1.00 0.20 1.45
B-ORG 3.85 0.00 0.00 37.30 0.00 9.85 0.00
I-ORG 3.30 0.00 0.00 0.40 84.80 0.35 6.15
B-LOC 6.00 0.55 0.00 7.85 0.80 65.10 0.70
I-LOC 0.00 0.00 0.10 0.00 8.70 2.45 37.75

Table 9: Mean values confusion matrix (20 runs): Czech language model evaluated on hsb data set.

predicted label
true label (0] B-PER | I-PER | B-ORG | I-ORG | B-LOC | I-LOC
O | 839.05 0.80 0.50 1.40 1.75 4.35 2.15
B-PER 0.60 45.55 0.25 1.20 0.00 1.35 0.05
I-PER 3.10 0.00 | 93.25 0.00 1.35 0.00 2.30
B-ORG 1.95 0.00 0.05 35.50 0.00 13.45 0.05
I-ORG 5.50 0.00 0.05 2.10 | 79.70 1.50 6.15
B-LOC 2.35 3.15 0.00 3.95 0.00 71.45 0.10
I-LOC 2.20 0.00 5.55 0.00 2.95 0.75 | 37.55

Table 10: Mean values confusion matrix (20 runs): HerBERT language model evaluated on hsb data set.

language_model | Fl.cs | Acc.cs | Fl.pl | Acc.pl | Fl.hsb | Acc.hsb | Fl.csb | Acc.csb
Czech 0.729 | 0.911 | 0.648 | 0.868 | 0.744 0946 | 0.599 0.906
RobeCzech 0.710 | 0911 | 0.521 | 0.841 0.679 0.921 | 0.377 0.860
Polish 0.676 | 0.892 | 0.769 | 0.923 | 0.697 0933 | 0.677 0.916
HerBERT 0.674 | 0.888 | 0.771 0912 | 0.760 0943 | 0.676 0.920
Czech-Polish 0.720 | 0.908 | 0.776 | 0918 | 0.730 0.942 | 0.706 0.921
XLM-RoBERTa | 0.708 | 0.902 | 0.714 | 0.887 | 0.707 0.930 | 0.507 0.888

Table 11: Summary Results: Mean values of F1-score and accuracy over all 20 runs for all combinations of language
model and language data set. Columnwise maximum values are bold.

Czech model performs the best for accuracy in Up-
per Sorbian. Our own Polish-Czech model shows
the best F1-score for NER in Kashubian, while the
HerBERT model shows similar accuracy.

Overall, the contribution has shown, that low-
resource West Slavic languages such as Upper Sor-
bian or Kashubian can profit from closely related
languages and their belonging models. But the cru-
cial point seems to be the fundamental understand-
ing of relatedness between low-resource languages
and potentially promising high-resource languages.
This requires a close collaboration with linguists,
to successfully infer, where to profit from com-
mon training data and/or models. There is still
a lot of potential to investigate more languages
within a family and compare them with larger high-
quality data sets (e.g. CNEC (Sevéikovi et al.,
2007), NKJP (Przepiorkowski, 2011)) and evaluate
the models on modified NER tasks as described in
Piskorski et al. (2021).

Furthermore, an interesting approach could be
a cross-lingual and progressive transfer learning
approach (Ostendorff and Rehm, 2023), where

training of language models for low-resource lan-
guages starts with a large language model for a
high-resource language and includes overlapping
vocabulary. This method has yielded promising
results for creating large models, but it refers to
language families and not single languages.
Another development direction could be in build-
ing large corpora from existing parallel corpora.
This would allow for the creation of high-quality
training data for multi-lingual models and enable
the training of models for low-resource languages
that may not have sufficient training data available.
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