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Abstract

This paper presents our approach to the Bi-
oLaySumm Task 1 shared task, held at the
BioNLP 2023 Workshop. The effective com-
munication of scientific knowledge to the gen-
eral public is often limited by the technical
language used in research, making it difficult
for non-experts to comprehend. To address this
issue, lay summaries can be used to explain
research findings to non-experts in an acces-
sible form. We conduct an evaluation of au-
toregressive language models, both general and
specialized for the biomedical domain, to gen-
erate lay summaries from biomedical research
article abstracts. Our findings demonstrate that
a GPT-3.5 model combined with a straightfor-
ward few-shot prompt produces lay summaries
that achieve significantly higher relevance and
factuality compared to those generated by a
fine-tuned BioGPT model. However, the sum-
maries generated by the BioGPT model exhibit
better readability. Notably, our submission for
the shared task achieved 1st place in the com-
petition.

1 Introduction

Effective communication of scientific ideas is es-
sential for sharing research findings with the gen-
eral public. While scientific publications serve as
an important tool for scientists to share their work,
they are primarily intended for other researchers.
The use of technical language and the required
background knowledge makes these articles diffi-
cult for the general public to comprehend, limit-
ing accessibility and research impact (Kuehne and
Olden, 2015). The goal of lay summarization is
to generate a concise summary of technical texts
without using technical language so it can be under-
stood by non-experts. Although certain publishers
require authors to provide a lay summary alongside
their manuscripts, not all publishers have this re-
quirement, and historical publications are unlikely
to include such summaries. Therefore, the devel-
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opment of effective automatic lay summarization
becomes crucial in bridging this communication
gap (Guo et al., 2021).

GPT-style autoregressive language models have
demonstrated impressive ability for natural lan-
guage generation (NLG) tasks including summa-
rization (Radford et al., 2018; Radford et al., 2019).
These models are pre-trained on large corpora and
can leverage knowledge gained from this data to
generate text. Recent research has rapidly advanced
the performance of GPT-style models by substan-
tially scaling the size of these models and their
training corpora (Brown et al., 2020), along with
instruction tuning and reinforcement learning with
human feedback (Ouyang et al., 2022).

Researchers have evaluated GPT models on
biomedical-specific natural language understand-
ing (NLU) tasks and found that they underperform
due to a lack of domain knowledge (Jimenez Gutier-
rez et al., 2022; Moradi et al., 2022). Recent re-
search by Luo et al. (2022a) aimed to alleviate
this shortcoming by proposing BioGPT, a model
based upon GPT-2 (Radford et al., 2019) but specif-
ically trained on biomedical text from PubMed'.
The authors demonstrate that BioGPT can signif-
icantly outperform GPT-2 on biomedical NLU
tasks; however, there is currently no evaluation
on biomedical natural language generation (NLG)
tasks. Therefore, the objective of this work is to
evaluate the ability of general-purpose and domain-
specific GPT models to generate lay summaries of
biomedical research articles as part of the BioLay-
Summ challenge (Goldsack et al., 2023).

This approach raises an issue. The attention
mechanism used in many GPT-style models has
quadratic memory scaling with the length of a se-
quence, which limits the maximum length of input
text that can be processed. At the time of writing,
the average length of a research article exceeded
this limit. Journal articles already contain author-
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written abstracts that provide a technical summary
of the paper and previous work by Goldsack et al.
(2022) demonstrated the importance of the abstract
in lay summarization. Therefore, we focused on
using only the article abstract as the input and lever-
aging the domain knowledge of these models to
generate lay summaries.

We present results for this method for zero-shot
and fine-tuned BioGPT and GPT-2 models. Addi-
tional experiments are conducted using GPT-3.5
variants accessed via the OpenAl API and we
compare their performance with the smaller - but
domain-specific - BioGPT model. Our findings
indicate that a GPT-3.5 model, combined with a
straightforward few-shot prompt, achieves the best
performance among the evaluated models. This
approach secured 1st place in the shared task.

2 Background

2.1 Autoregressive language models

Autoregressive language models are trained using
a conditional generation task, where the model is
trained to predict the next token in a sequence given
all previous tokens in the sequence. The model is
given a sequence of tokens x of length T" from a
training corpus of N sequences, where each sample
consists of a sequence of numeric tokens that map
to a natural language vocabulary. The model’s
training objective is then formulated as maximizing
the log-likelihood across the training corpus, given
the model’s parameters 6:

T;

L(0) = Z Z log Py(zi¢|xii—1) (D

i=1t=1

The parameters 6 are learned through backpropa-
gation and stochastic gradient descent. Once this
first phase of training is completed, often referred
to as pre-training, the model can be fine-tuned for
a specific task using additional data. To achieve
this, the input and expected output for the model
needs to be converted into a format that is compati-
ble with the training objective in Equation 1. This
requires framing the task in natural language and
formatting the training data to match this structure.

A popular approach (Brown et al., 2020), and
the method used in Luo et al. (2022a), is to train the
model on sequences consisting of the information
required for the task, called the source, along with
a natural language description of the task, called
the prompt, and the expected output, called the

Sample count

Train Val Test
PLOS 24,773 1,376 142
eLife 4,346 241 142
Summary token count
Min Avg Max
PLOS 203  429+74 773
eLife 10 233+49 599

Table 1: PLOS and eLife dataset statistics.

target. For summarization tasks, this task can then
be structured as the text to be summarized as the
source, a description of the summarization required
as the prompt and an example summary as the tar-
get. At inference time, only the source and prompt
are provided as input and the model generates the
missing summary.

2.2 Zero-shot and few-shot prompting

The simplest method for querying a language
model - known as zero-shot prompting - involves
passing a single prompt alongside the source and re-
quires the model to immediately generate the target.
Few-shot prompting is a form of in-context learn-
ing (Dong et al., 2023) that builds upon zero-shot
prompting by providing several source texts and tar-
get examples along with a prompt instruction. For
lay summarization, these examples would be ab-
stract and lay summary pairs. See Appendix A for
example zero and few-shot prompts. While zero
and few-shot prompting can produce impressive
results (Brown et al., 2020), fine-tuning a model
to perform a task is usually a more powerful ap-
proach but requires significantly more resources
and access to the model parameters.

3 Experiments

3.1 Dataset

The dataset for the shared task is outlined in Gold-
sack et al. (2022) and Luo et al. (2022b). It consists
of two sets of biomedical articles from the eLife
and Public Library of Science (PLOS) journals.
Table 1 lists the dataset statistics.

For each article, the entire text was provided
along with an expert-created lay summary of the
article. The articles were split based on the sections
contained within and the abstract was extracted.
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3.2 Maetrics

The generated summaries were evaluated according
to three criteria: relevance, readability, and factu-
ality. Relevance was measured by the ROUGE-1,
ROUGE-2, ROUGE-L (Lin, 2004; Lin and Hovy,
2003; Lin and Och, 2004) and BERTScore (Zhang
et al., 2020) metrics. Readability was measured
using the Flesch-Kincaid Grade Level (FKGL)
(Kincaid et al., 1975) and Dale-Chall Readability
Score (DCRS) (Chall and Dale, 1995) metrics. The
BARTScore metric (Yuan et al., 2021) - computed
using a model fine-tuned for the shared task by the
organisers - was employed to measure factuality.

3.3 Experimenting with GPT models

We fine-tuned and evaluated the open-source
GPT models using the PyTorch v2.0.1 (Paszke
et al., 2019) and Huggingface Transformers
v4.28.1 (Wolf et al., 2020) libraries. The fol-
lowing pre-trained models were experimented
with: GPT-2yeprum?, GPT-2x.*, BioGPT* and
BiO(}PTLARGE5

To create the training samples used to fine-tune
the models, the abstract was used as the source
input, a prompt of "Explanation: " was used and
the provided lay summary of the article was used
as the target. The eLife and PLOS training datasets
were combined to form a single training dataset.
During inference, the model was given an abstract
as the source along with the same prompt used in
training. The text generated by the model after
the prompt was extracted and used to evaluate the
model. Contrary to the fine-tuning work carried
out in Luo et al. (2022a), we focused solely on
using manually designed prompts instead of the
prefix-tuned soft prompts (Li and Liang, 2021) the
authors used.

It was decided that due to the resource and en-
ergy requirements in training large language mod-
els, no hyperparameter optimisation was to be per-
formed for any of the models being evaluated and
the same hyperparameters were to be used for all
models. Fine-tuning training for all models was per-
formed across 4 Nvidia V100-SXM2 32GB GPUs
with PyTorch DDP (Li et al., 2020), using gradient
checkpointing and FP16 precision. Each model
was fine-tuned for a maximum of 4 epochs with

*https://huggingface.co/gpt2-medium
3https://huggingface.co/gpt2-x1
*“https://huggingface.co/microsoft/biogpt
Shttps://huggingface.co/microsoft/BioGPT-Large

a total batch size of 32. The Adafactor optimiser
(Shazeer and Stern, 2018) was used with a peak
learning rate of 2e-5. During training, a weight
decay of 0.01 was applied and the gradient normal
was clipped to a maximum value of 1. The learning
rate followed a cosine-decay schedule, with 10%
of the total training steps used as warm-up steps.
Validation metrics were calculated after every 50
steps, with training stopped early if the validation
loss did not decrease after 3 consecutive evaluation
steps.

For text generation, contrastive search sampling
(Su et al., 2022; Su and Collier, 2023) was used,
with hyperparmeters k = 6 and a = 0.5 for a maxi-
mum of 768 new tokens. Again, no hyperparameter
selection was carried out for these values and they
were set based on manual evaluation of selected
generations from the validation set. During infer-
ence, all text generation was carried out on a single
V100-SXM2 32GB GPU using FP16 precision.

3.4 Experimenting with the OpenAl API

GPT-3.5 exhibits strong few-shot performance
across a range of natural language processing tasks
(Ouyang et al., 2022) and the OpenAl API enables
users to easily query their models for a fee. Given
the model’s strong performance in NLG tasks and
the ease of using the API, we experimented with
two GPT-3.5 models® for lay summarization: gpt-
3.5-turbo (the model used by ChatGPT’, hereafter
referred to as the chat model) and text-davinci-003
(the most powerful instruction-tuned model, here-
after referred to as the instruct model). OpenAl’s
documentation suggests the chat model offers com-
parable performance to the instruct model at a frac-
tion of the cost. For this reason we performed the
majority of our experiments using the chat model.

We experimented with two different prompting
schemes: a simple zero-shot prompt, and few-shot
abstract-lay summary pair prompts. When generat-
ing abstract-lay summary pair prompts we included
as many as would fit in the API call’s token limit
when combined with the abstract to be summarized
and the generated summary (4096 and 4097 tokens
for the chat and instruct models, respectively). The
length of the generated summary was limited to the
maximum summary length observed in the relevant
training data set (Table 1). This resulted in eLife
and PLOS few-shot prompts containing ~3-5 and

®https://platform.openai.com/docs/models/gpt-3-5
"https://openai.com/blog/chatgpt
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~3-7 example pairs respectively.

The temperature parameter - which controls the
entropy of the token probability distribution during
text generation - was tuned using the eLife dataset
only to reduce costs. The performance was con-
sistent for each temperature setting; we selected a
temperature of 0.3 for the final evaluation.

4 Results and Discussion

Table 2 lists the combined eLife and PLOS valida-
tion set performance metrics, with the few-shot
instruct model performing best overall. As ex-
pected, fine-tuning the BioGPT and GPT-2 models
greatly enhances the relevance, readability, and
factuality of the generated summaries. Both fine-
tuned BioGPT models outperform the GPT-2 mod-
els across nearly all metrics, demonstrating the
beneficial impact of leveraging biomedical domain
knowledge gained during pre-training for text gen-
eration. The smaller BioGPT and GPT-2yeprum
models exhibit better readability metrics than the
large model variants, however the relevance and
factuality metrics are significantly worse. Interest-
ingly, the zero-shot performance of both BioGPT
models is considerably inferior to that of the zero-
shot GPT-2 models. This discrepancy may be at-
tributed to the smaller dataset used for pre-training
the BioGPT models which could reduce the zero-
shot generalisation performance of the model, but
this would need further investigation.

Few shot prompting of the instruct model signif-
icantly improved its performance and this model
achieved the best results for the factuality and rele-
vance metrics. The remarkable increase in perfor-
mance of the few-shot versus the equivalent zero-
shot models demonstrates the large language mod-
els’ ability for in-context learning. Interestingly,
the performance of the fine-tuned BioGPTLarGE
model is not far off the text-davinci-003 despite
being 1/100™ the size of the GPT-3.5 model and
even outperformed chat and instruct models in their
zero-shot setting. This shows the benefit of domain
knowledge for domain-specific natural language
generation tasks but also alludes to potential per-
formance gains of scaling up the size of domain-
specific language models.

The chat model performed significantly better
than the instruct model when using the zero-shot
prompt. This may be because the zero-shot prompt
is in a conversational style, which the chat model
was trained for, or additional training to the chat

model that the instruct model did not receive. We
are limited to conjecture as the training details and
differences of the chat model from the instruct
model are largely unknown as they have not been
published by OpenAl.

Due to the superior performance on the valida-
tion set scores, we chose the instruct model for the
final test evaluation. The test set scores are listed
in Table 3 alongside the fine-tuned BioGPTy aArGE
test scores and the test scores of the BART model
proposed by the shared task organisers (Goldsack
et al., 2022). The few-shot instruct model outper-
forms both of these models, achieving either the
best or second best score for nearly all metrics.
However, the fine-tuned BioGPT argg model did
generate summaries with the best readability at the
cost of worse factuality. We submitted the few-shot
instruct model test set results to the shared task
competition and out of 21 participants, the model
came in 1% place overall. Across the evaluation
criteria, the model came in 3™ place for relevance
and factuality but only achieved 10" place on read-
ability.

It would be valuable to compare the perfor-
mance of the proposed approaches with other re-
cently open-sourced large language models such as
the biomedical-domain BioMedLM3, the scientific-
domain Galactica (Taylor et al., 2022) or the
general-domain LLaMA (Touvron et al., 2023).
Another interesting future research avenue is avail-
able with the longer context models. The emer-
gence of models such as GPT-4 (OpenAl, 2023),
PALM-2 (Anil et al., 2023) and Claude® offers sig-
nificantly increased context lengths compared to
the models assessed in this paper. Using these mod-
els, it would be possible to input more sections such
as the introduction from a paper into the few-shot
prompts, potentially leading to substantial enhance-
ments in performance as these sections provide
additional background information. Furthermore,
the performance of the BioGPT arge model has
room for improvement. All hyperparameters were
fixed during training of the model due to resource
constraints so tuning of the training and generation
hyperparameters may benefit model performance.
The hyperparameters for all models were also not
tuned for a specific dataset and separately tuning
these for each dataset may improve summary qual-
ity. Advanced prompting techniques have been

8https://huggingface.co/stanford-crfm/BioMedLM
*https://www.anthropic.com/index/introducing-claude
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Model Tuning #Params RG-1T7 RG-27 RG-LT BERTScoret FKGL] DCRS| BARTScoret
GPT-2y 0S 355M 0.289  0.060  0.269 0.820 13.307 9.245 -3.836
GPT-2y FT 355M 0.370  0.084  0.348 0.830 12.725 8.745 -3.523
BioGPT 0S 347M 0.070  0.017  0.061 0.683 8.622 11.556 -6.063
BioGPT FT 347TM 0416 0.115  0.388 0.846 11.885 9.614 -3.047
GPT-2x1. 0S 1.6B 0.295 0.066  0.275 0.816 12.847 9.435 -3.913
GPT-2x1. FT 1.6B 0.360 0.085  0.339 0.832 12.684 8.818 -3.638
BioGPTLARGE 0S 1.5B 0274 0.075  0.252 0.811 13.597  11.422 -3.985
BioGPTLARGE FT 1.5B 0441 0.134 0411 0.851 12.139 9.808 -2.832
gpt-3.5-turbo 0S Unknown 0.391  0.112  0.356 0.853 13.196  10.460 -3.050
gpt-3.5-turbo FS Unknown 0.418  0.127  0.381 0.856 13.614  10.746 -2.839
text-davinci-003 0S 175B 0346  0.098  0.312 0.848 13.502  10.708 -3.314
text-davinci-003 FS 175B 0460 0.144 0.424 0.861 13.514  10.402 -2.029

Table 2: The performance of the evaluated models on the combined PLOS and eLife validation sets. The best score
for each metric is highlighted in bold and the second best score is underlined. 0S is short for zero-shot, FS is short
for few-shot and FT is short for fine-tuned.

Model RG-1T RG-2T RG-LT BERTScoref FKGL| DCRS] BARTScore!
BART (Baseline) 0470  0.145  0.437 0.864 12069  10.249 -0.831
BioGPTiarge 0434  0.130  0.403 0.851 12.681  10.036 2.876
text-davinci-003  0.482  0.155  0.449 0.871 12.937 10206 -1.177

Table 3: The test set performance of the fine-tuned BioGPTargg model, the few-shot text-davinci-003 model and a
BART model proposed by the task organisers (Goldsack et al., 2022).

shown to improve performance over manually de-
signed prompts and may enhance performance (Liu
et al., 2022; Li and Liang, 2021).

While the capability shown in these results is in-
triguing, this method is not yet mature enough to be
relied upon to generate lay summaries. GPT mod-
els are known to hallucinate factual information (Ji
et al., 2023) and detecting these hallucinations in
text is difficult for both machines and the untrained
eye. If the general public were to depend on these
generated lay summaries for comprehending scien-
tific research, the confident dissemination of erro-
neous information would be actively detrimental.
Further work is required to verify the factuality of
the generated lay summaries using human experts
before this approach could be safely used.

5 Conclusion

This paper presents an evaluation of general-
purpose and biomedical domain-specific autore-
gressive language models for generating lay sum-
maries from the abstracts of scientific articles for
the BioLaySumm shared task at BioNLP 2023. Our
findings demonstrate that the biomedical domain-
specific model, BioGPT, outperforms general-
purpose GPT-2 models when fine-tuned for lay
summary generation. We also explored the effec-
tiveness of zero and few-shot prompting for gen-
erating lay summaries using OpenAI’s GPT-3.5

models. While the zero-shot performance of these
models is worse than the fine-tuned BioGPT| aArGE
model, we discovered that using the text-davinci-
003 coupled with a few-shot prompt yielded the
best results among all the language models tested.
This approach was selected as our submission for
the shared task, achieving the overall 1% place sub-
mission and 3™ place in both relevance and factual-
ity metrics. To further enhance the performance of
this approach, we anticipate that advanced prompt-
ing methods, evaluation of additional models, and
utilization of models with longer context lengths
could be beneficial. Despite the promising results
obtained in this study, it is essential to conduct fur-
ther research to validate the factuality of the gen-
erated lay summaries using human experts before
practical application.
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Limitations

Our best results were obtained using a few-shot
prompt of the text-davinci-003 model from Ope-
nAl. While the technical barriers to this method
are very low due to the ease of use of the model
API, the cost of querying the API can become pro-
hibitively expensive and this limited our own ex-
periments with the model'°. This cost would rise
significantly more if the text-davinci-003 was fine-
tuned to perform these lay summaries. If this is
a concern, then using the open-sourced BioGPT
models may be beneficial. It should be noted that
performing the fine-tuning process is itself expen-
sive and requires access to high-end GPUs. Practi-
tioners should investigate parameter-efficient fine-
tuning techniques (Hu et al., 2021) if access to
these GPUs is an issue.
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A Example prompts

Zero-shot prompt

"Provide a lay summary of the following re-
search abstract:"

Few-shot prompt

"Abstract: "The thiamine pyrophosphate (
TPP ) riboswitch is a cis-regulatory element
in mRNA that modifies gene expression..."
Lay summary: "When a gene is switched on
, its DNA is first copied to make a molecule
of messenger ribonucleic acid ( mRNA )..."
Abstract: "In Heliconius butterflies , wing
colour pattern diversity and scale types are
controlled by a few genes of large effect.."
Lay summary: "Heliconius butterflies have
bright patterns on their wings that tell poten-
tial predators that they are toxic..."
Abstract: "Diverse interactions among
species within bacterial colonies lead to in-
tricate spatiotemporal dynamics, which can
affect...”

Lay summary: "Communities of bacteria and
other microbes live in every ecosystem on
Earth, including in soil..."

Abstract: "The ability to recognize foreign
double-stranded ( ds ) DNA of pathogenic
origin in the intracellular environment is an
essential..."

Lay summary:"

Table 1: Example zero-shot and few-shot prompts used

with the GPT-3.5 models.
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