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Abstract

We describe our systems participated in the Bio-
LaySumm 2023 Task 1, which aims at automat-
ically generating lay summaries of scientific
articles in a simplified way so that its content
becomes easier to comprehend for non-expert
readers. Our approaches are based on selecting
key information by both explicit and implicit
strategies. For explicit selection strategies, we
conduct extractive summarization based on se-
lecting key sentences for training abstractive
summarization models. For implicit selection
strategies, we utilize a method based on a fac-
torized energy-based model, which is able to
extract important information from long doc-
uments to generate summaries and achieve
promising results. We build our systems using
sequence-to-sequence models, which enable us
to leverage powerful and biomedical domain
pre-trained language models and apply differ-
ent strategies to generate lay summaries from
long documents. We conducted various exper-
iments to carefully investigate the effects of
different aspects of this long-document summa-
rization task such as extracting different docu-
ment lengths and utilizing different pre-trained
language models. We achieved the third rank in
the shared task (and the second rank excluding
the baseline submission of the organizers).

1 Introduction

Lay summarization is a crucial task and gaining
increasing attention due to its potential to provide
accessible and digestible scientific information to
the general public (Guo et al., 2021). The task
involves summarizing technical and specialized
content into a readable format for non-expert read-
ers. This task is particularly relevant in biomedi-
cal fields, where research findings have significant
implications for public health (Vinzelberg et al.,
2023). In order to help broaden access to technical
texts and progress toward more usable abstractive
summarization models in the biomedical domain,
the BioLaySumm 2023 shared task(Goldsack et al.,

2023) has been organized for lay summarization
task on biomedical research articles.

The challenges of this lay summarization task
are in two folds: 1) input texts are full articles con-
taining up to 10k sentences, which require models
to capture long dependencies and extract key infor-
mation fragments to generate summaries; 2) the lay
summarization task requires us to generate sum-
maries which not only convey the main meaning
of the articles but also non-expert vocabularies for
readers.

We build our systems based on sequence-to-
sequence models with different key information
selection strategies to solve the lay summariza-
tion task on biomedical long documents. Our
abstractive summarization systems are built us-
ing sequence-to-sequence (seq2seq) architectures,
which have shown state-of-the-art (SOTA) perfor-
mance in recent abstractive summarization mod-
els (Lewis et al., 2019; Zhang et al., 2019; Liu et al.,
2022). In order to deal with the issues of long doc-
uments, we focus on two key information selection
strategies. Specifically, for the first strategy, we ex-
plicitly select key sentences as the input for training
abstractive summarization models. For the second
strategy, long documents are used as inputs and
important information is implicitly extracted based
on the factorized energy-based model to generate
summaries, in which we utilize a model called Fac-
torSum (Fonseca et al., 2022), which has shown to
be effective in long document abstractive summa-
rization. Furthermore, our systems are initialized
by BioBART (Yuan et al., 2022), LED (Beltagy
et al., 2020) to take advantage of the biomedical
domain pre-trained language model. We evaluate
our systems by conducting experiments on differ-
ent aspects such as the effects of sequence length
selection, the pre-trained language models, and ap-
plying the SOTA model (Liu et al., 2022).

We obtain the best performance with the implicit
selection FactorSum models and BioBART, sepa-
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rately trained on the two datasets, i.e., PLOS and
eLife of the shared task. For the final results on
the test set, we achieve the third rank in average
scores. For separate metrics, our systems outper-
form the top teams in three of seven metrics, i.e.,
the relevance metrics (ROUGE (1, 2, and L) (Lin
and Hovy, 2003), and BERTScore (Zhang et al.,
2020)), the readability metrics (Dale-Chall Read-
ability Score (DCRS) (Tanprasert and Kauchak,
2021), and Flesch-Kincaid Grade Level (FKGL)
(Chernichky-Karcher et al., 2019)), and the factual-
ity metric (BARTScore (Yuan et al., 2021)).

2 Data

For the BioLaySumm 2023 Task 1, the shared
task provided two separate datasets, i.e., PLOS
and eLife (Goldsack et al., 2022; Luo et al., 2022),
containing biomedical journal articles and corre-
sponding expert-written lay summaries.

PLOS: The Public Library of Science (PLOS) is
an open-access publisher that hosts influential peer-
reviewed journals across all areas of science and
medicine. The journals in question focus specifi-
cally on Biology, Computational Biology, Genetics,
Pathogens, and Neglected Tropical Diseases.

eLife: eLife is an open-access peer-reviewed
journal with a specific focus on biomedical and
life sciences. Similarly to PLOS, these digests aim
to explain the background and significance of a
scientific article in a language that is accessible to
non-experts.

As the data statistics presented in Tables 1 and 2,
this task is challenging when we need to generate
summaries from long documents with an average
from 6k to 10k words in each document, and even
more than 25k words in maximum. This requires
models dealing with capturing long-range depen-
dencies to extract important fragment information
while avoiding out-of-memory issues.

For the data sizes, PLOS contains 24k samples
while eLife contains only 4k samples.

3 Our Approaches

We present two different strategies that we in-
vestigate to build our systems to solve this long-
document lay summarization task.

Data Train Validation Test
#samples 24,773 1,476 142
max-length 26,647 20,394 18,154
avg-length 6,750 6,738 9,048
min-length 750 755 4,097

Table 1: Data statistics of PLOS dataset. max-length,
min-length, and avg-length correspond to the maximum
length, minimum length, and average length of words
in the articles articles in the dataset.

Data Train Validation Test
#samples 4346 241 142
max-length 28,308 23,050 27,427
avg-length 10,159 9,989 12,260
min-length 322 3,393 3,310

Table 2: Data statistics of eLife dataset.

3.1 Explicit Selection Models for
Summarization

Extracting Key Sentences We first explicitly ex-
tract important information (key sentences) before
feeding to abstractive summarization models. We
use the following approaches.

• ExSum(Lead): We extract the first three sen-
tences (lead-3) and the last sentence of each
article’s section.

• ExSum(Key): We select the abstract, conclu-
sion, and the lead-3 sentences of the remain-
ing sections.

Abstractive Summarization Models The ex-
tracted sentences are then used to train our abstrac-
tive summarization models based on sequence-to-
sequence models.

3.2 Implicit Selection Models for
Summarization

Instead of explicitly selecting a subset of sentences,
we feed the full text of articles to train abstractive
summarization models.

FactorSum (FS) We utilize the FactorSum (Fon-
seca et al., 2022) - a recent abstractive summa-
rization model, which achieved SOTA on several
long scientific article datasets such as PubMed and
arXiv (Cohan et al., 2018). The model has been
shown to extract meaningful information in long
articles to generate summaries. FactorSum demon-
strates that disentangling content selection from the
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R-1↑ R-2↑ R-L↑ BERT Score↑ FKGL↓ DCRS↓ BARTScore↑
Top-1 (MDC) 0.4822 0.1553 0.4485 0.8707 12.9370 10.2058 -1.1771
Top-2 (Baseline) 0.4696 0.1445 0.4371 0.8642 12.0694 10.2487 -0.8305
FS_nk 0.4829 0.1469 0.4502 0.8571 12.2923 10.0862 -1.7357
FS_12k(PLOS) 0.4853 0.1711 0.4473 0.8617 14.8063 11.5870 -1.3791
FS_9k(eLife) 0.4805 0.1227 0.4532 0.8526 9.7781 8.5854 -2.0924

Table 3: The performance on the private-test set of our best system (FS_nk: FS_12k on PLOS and FS_9k on eLife)
and compared with the top-ranked systems reported in the shared task leaderboard. (The best scores are in bold).

budget used to cover salient content improves the
quality and capacity of abstract summaries through
two steps: (1) generation of abstractive summary
views covering salient information in subsets of the
input document (document views); (2) generates an
abstract summary from these views, following a
budget (a threshold that limits the number of words
used in summary) and content guidance (informa-
tion that guides the summarization system about
what information to focus on in summary).

Data sizes Ideally, we would like to train the
entire texts of articles. However, due to the limi-
tation of our computation hardware, we limit the
sequence length to two different sizes: 9k words
and 12k words. From our analyses, these sizes all
cover more than 90% of the articles’ texts.

4 Experiments

4.1 Settings

For our implicit selection models, we utilize the
FactorSum model, which is implemented in Py-
Torch. The model is initialized by BioBART
(Yuan et al., 2022), a recent pre-trained lan-
guage model trained on biomedical texts. We
use AdamW (Loshchilov and Hutter, 2019) op-
timizer with a learning rate is 5e−5. We set
the generation_max_length to 512 and genera-
tion_num_beams to 4, max_source_length to 1024,
max_target_length to 490 with PLOS, and 512 with
eLife. We set batch_size to 2 because of the limita-
tion of GPU memory. The gradient will accumulate
every 4 iterations. The maximum number of train-
ing iterations is 50000 for all experiments on 1
GPU (NVIDIA RTX 2080Ti). During the training,
we save the best model with the highest ROUGE-1
score based on the validation set.

For our explicit selection models, we imple-
mented our abstractive summarization (Seq2Seq-
AbsSum) systems using the standard sequence-to-
sequence models on the public PyTorch implement

from Transformers. 1

4.2 Compared Systems

We compare the systems based on the FactorSum
trained with long texts (9k and 12k words), and the
Seq2Seq-AbsSum trained with ExSum approaches.

• FS_(9k, 12k): Our sequence-to-sequence sys-
tems based on the FactorSum model (Fon-
seca et al., 2022), which we described in Sec-
tion 3.2. We limit the article length to 9k and
12k words and the last sentence of the article
as input to the FactorSum model. We only
use pre-trained BioBART (Yuan et al., 2022)
models for experiments with the FactorSum
models.

• ExSum(Lead), ExSum(Key) + (BioBART,
LED, BRIO): We build two-step summa-
rization models. First, sentences are ex-
tracted based on approaches (ExSum(Lead),
ExSum(Key)) presented in Section 3.1. Then,
these sentences are used as input for sequence-
to-sequence abstractive summarization mod-
els based on the pre-trained BioBART(Yuan
et al., 2022), LED (Beltagy et al., 2020), and
(BRIO) (Liu et al., 2022), which is a SOTA
model in abstractive summarization applying
a ranking loss among candidate summaries.

Results are evaluated using the officially pro-
vided metrics including: relevance(ROUGE (1,
2, and L) (Lin and Hovy, 2003) and BERTScore
(Zhang et al., 2020)), readability (FKGL and
DCRS), and factuality (BARTScore (Yuan et al.,
2021)). We use the best systems on the validation
dataset with BARTScore (FS_nk, where n = 12
for PLOS and n = 9 for eLife) to generate test
summaries for our submissions. The comparison
results are presented in Section 4.3.

1https://huggingface.co/transformers/index.html
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Method R-1↑ R-2↑ R-L↑ BERT Score↑ FKGL↓ DCRS↓ BARTScore↑
ExSum(Lead)
+ BioBART 0.4592 0.1476 0.4147 0.6196 14.6584 11.4962 -2.3557
ExSum(Key)
+ BioBART 0.4933 0.1726 0.4503 0.6388 14.9582 11.6746 -2.1166
+ LED 0.5021 0.1918 0.4624 0.6511 15.0639 11.1134 -1.6860
+ BRIO 0.4409 0.1428 0.4057 0.6324 12.1446 10.5797 -1.3334
FS_9k 0.4911 0.1676 0.4492 0.8610 14.8744 11.5840 -1.3514
FS_12k 0.4919 0.1693 0.4498 0.8611 14.8551 11.5465 -1.3312

Table 4: Results of our systems on the PLOS validation data.

Method R-1↑ R-2↑ R-L↑ BERT Score↑ FKGL↓ DCRS↓ BARTScore↑
ExSum(Lead)
+ BioBART 0.4875 0.1409 0.4599 0.6218 10.217 8.6879 -2.3908
ExSum(Key)
+ BioBART 0.5007 0.1285 0.4702 0.6231 10.3992 9.0898 -2.9519
+ LED 0.4835 0.1314 0.4588 0.6217 10.6531 8.0722 -2.0177
+ BRIO 0.4598 0.1095 0.4295 0.6300 12.1958 9.6356 -2.2064
FS_9k 0.5009 0.1349 0.4698 0.8520 9.9070 8.5992 -2.0932

Table 5: Results of our systems on the eLife validation data

4.3 Analyses

Table 4 shows the evaluation results of different ex-
periments on the validation set of the PLOS dataset.
The ExSum(Key) + BioBART model achieved the
best results in the ROUGE-1, ROUGE-2, ROUGE-
L, and DCRS metrics. The ExSum(Lead) + Bio-
BART model achieved the best result in the FKGL
metric. Meanwhile, the FS_12k model achieved
the best results in the BERTScore and BARTScore
metrics. For the PLOS dataset, our submission was
chosen based on selecting the best model with the
BARTScore metric, which is the FS_12k. Further-
more, we can also see that the FactorSum-nk mod-
els also show evenly results across metrics used to
evaluate the share-task.

Table 5 shows the evaluation results of differ-
ent experiments on the validation set of the eLife
dataset. For this eLife dataset, we have not yet
experimented with the FS_12k model because of
time limitations during the competition. The Ex-
Sum(Key) + BioBART model achieved the best re-
sults in the ROUGE-L metric, while ExSum(Lead)
+ BioBART model achieved the best results in
the ROUGE-2 metric. Besides, ExSum(Key) +
LED achieved the best results in the DCRS and
BARTScore metrics, and FS_9k has the best re-
sults in the ROUGE-1, BERTScore, and FKGL
metrics. Overall on both PLOS and eLife datasets,

we can see that FactorSum-nk models (n = 12 for
PLOS and n = 9 for eLife) seem to have the most
promising results, which is why we selected it to
submit to the leaderboard.

4.4 Test Results

Table 3 shows the best results submitted on the
leaderboard for PLOS, eLife, and both datasets
using the FS_nk models (n = 12 for PLOS and
n = 9 for Life). Although our BARTScore metric
is lower compared to teams ranked higher (Top-1,
Top-2), we have achieved better results in other met-
rics such as ROUGE-1, ROUGE-L, and DCRS. We
also show detailed results for each PLOS and eLife
dataset in Table 3. Overall, our model achieves
positive results in evaluation metrics: relevance,
readability, and factuality.

5 Conclusion

We have presented our systems and participated in
the BioLaySumm shared task to generate lay sum-
maries for long biomedical articles. We approach
the task by focusing on the two key information
selection strategies: explicitly extracting key sen-
tences to train abstractive summarization models
and implicitly extracting important information by
utilizing the FactorSum model. The results show
that the implicit selection model with FactorSum
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obtains the best performance. We achieve the third
rank on the test set and obtain several promising re-
sults, which outperformed the top teams on several
metrics.

Limitations

Though our systems achieve promising results in
solving the summarization task for long documents,
we believe that we can gain more improvement
with the following further considerations. The
current explicit key information selection strat-
egy is somehow heuristics. We can alternatively
try extractive summarization methods. Also, this
lay summarization is interesting which helps non-
expert readers can understand scientific articles.
However, specific strategies focusing on this aspect
such as using non-expert vocabulary, or mapping
to general knowledge, are yet applied. Some minor
parameters such as the sequence lengths (9K, 12K),
or tuning the SOTA BRIO model also need to be
investigated more deeply.
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