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Abstract

In this paper, we introduce CheXOFA, a
new pre-trained vision-language model (VLM)
for the chest X-ray domain. Our model is
initially pre-trained on various multimodal
datasets within the general domain before be-
ing transferred to the chest X-ray domain. Fol-
lowing a prominent VLM, we unify various
domain-specific tasks into a simple sequence-
to-sequence schema. It enables the model to
effectively learn the required knowledge and
skills from limited resources in the domain.
Demonstrating superior performance on the
benchmark datasets provided by the BioNLP
shared task (Delbrouck et al., 2023), our model
benefits from its training across multiple tasks
and domains. With subtle techniques including
ensemble and factual calibration, our system
achieves first place on the RadSum23 leader-
board for the hidden test set.

1 Introduction

Chest radiography is a widely used imaging modal-
ity for assessing the thorax and diagnosing car-
diopulmonary conditions. However, there is a
significant shortage of clinical doctors in several
under-resourced regions, delaying diagnosis and
treatment and reducing the quality of care. De-
veloping an automated system for analyzing radio-
graphs can improve radiologist workflow efficiency
and expand healthcare services to these regions.

To promote research in this direction, the
BioNLP 2023 workshop opens a new shared task
called RadSum23 (Delbrouck et al., 2023) for the
radiology report summarization.1 In this task, par-
ticipants are asked to build a model that takes a
findings section as input, which is a generic radiol-
ogy report of a given X-ray image, and then outputs
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an impression section, which is a summary of key
observations in the given report. High-resolution
X-ray images can be used as input along with find-
ings sections. The radiology report summarization
task aims to effectively distill complex clinical ob-
servations from chest X-ray images into concise
and coherent summaries.

In this paper, we introduce CheXOFA (One
For All tasks with Chest X-ray), a novel vision-
language model designed for the chest X-ray do-
main. Specifically, we initialize our model using
OFA (Wang et al., 2022), a Transformer model
pre-trained with a unified sequence-to-sequence
schema on diverse uni- or cross-modal tasks such
as image classification, language modeling, and
image captioning. We further train the model to
generate full-text reports from the chest X-ray im-
age using the MIMIC-CXR dataset (Johnson et al.,
2019). Then, we fine-tune the model on the radi-
ology report summarization task. When summa-
rizing the report, our model jointly encodes visual
information from the chest X-ray image with the
full-text report, taking advantage of its multimodal
nature. Additionally, we employ subtle techniques
such as task-specific ensemble (Dai et al., 2021)
and factual calibration to further improve the model
performance.

Our experiments demonstrate that our proposed
methods largely enhance model performances on
two test sets of the shared task. On the official
leaderboard 2 for MIMIC-CXR hidden test set, our
system ranked first place, achieving the state-of-
the-art performances in most evaluation metrics.
Especially, it surpasses the second-best model by
2.3 and 2.9 in BLEU and F1-CheXbert score. In
the ablation study, we demonstrate how much each
method contributes to the improvement.

2vilmedic.app/misc/bionlp23/leaderboard/
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2 Related Works

2.1 Automated Radiology Report Generation

Utilizing radiographic datasets such as MIMIC-
CXR (Johnson et al., 2019) and CheXpert (Irvin
et al., 2019), various methodologies for automated
report generation have recently attracted attention.
Notably, these datasets often include both chest
X-ray images and free-text reports, enabling the
use of automated rule-based labelers (Irvin et al.,
2019) or neural models (Smit et al., 2020) to extract
disease labels from the reports. It can be catego-
rized into two tasks: 1) radiology report generation,
which is similar to medical image captioning and
aims to describe radiology images in detail (find-
ings section), having seen significant progress in
recent years (Chen et al., 2020; Zhang et al., 2020b;
Liu et al., 2021a,b; Miura et al., 2021; Chen et al.,
2022); 2) radiology report summarization (Zhang
et al., 2018), which focuses on summarizing find-
ings section into impressions section in radiol-
ogy reports. Most existing research (Zhang et al.,
2020c; Hu et al., 2021, 2022b; Karn et al., 2022)
tends to focus on text-based summarization while
some image-incorporating studies (Delbrouck et al.,
2021; Hu et al., 2022a) use suboptimal methods
lacking appropriate multi-modal pre-training objec-
tives for the generative task.

2.2 Multimodal Foundation Models

Vision-language pretraining models are becom-
ing the foundation models effective for multi-
modal tasks including Vilbert (Lu et al., 2019),
OFA (Wang et al., 2022), Flamingo (Alayrac et al.,
2022) for open-domain, and MedViLL (Moon
et al., 2022), Clinical-BERT (Yan and Pei, 2022),
BioViL (Boecking et al., 2022) and M3AE (Chen
et al., 2022) for biomedical domain. However, most
of the existing works for clinical domain mainly
focus on pretraining the encoder for understanding
tasks like medical VQA, classification and so on,
and rarely take this radiology report summarization
task as downstream task. In this paper, we pro-
pose CheXOFA, a pre-trained generative VLM that
learns the required capabilities for the radiology
report summarization task.

3 CheXOFA

We propose a novel vision-language model, CheX-
OFA, specifically designed for the radiology re-
port summarization. We first initialize our model

parameters with OFA (Wang et al., 2022), which
has been shown to be effective in the general do-
main. Then, we pre-train and fine-tune the model
with the various tasks in the medical imaging do-
main. In addition, we newly introduce a factual
calibration technique to further improve the model
performance.

3.1 Multimodal Architecture
The backbone of the CheXOFA model is Trans-
former (Vaswani et al., 2017) architecture with a
sequence-to-sequence framework specialized for
generative tasks. Following BART (Lewis et al.,
2020) and GPT (Radford et al.), we utilize byte-
pair encoding (BPE) (Sennrich et al., 2016) to
transform text sequences into linguistic features
of subword sequences. On the vision side, we use
a visual extractor to encode an image into a se-
quence of hidden representations. Specifically, we
divide an input image into fixed size of patches.
Then, ResNet (He et al., 2016) modules are used
to convolve the visual information into visual fea-
tures xv ∈ R|P |×d, where |P | is the number of
patches and d is the dimension of hidden repre-
sentation. Overall, the linguistic features and the
visual features are concatenated into one sequence
for feeding into the encoder-decoder Transformer
for modality fusion and sequence generation.

3.2 Training and Inference
Our model is optimized with the cross-entropy loss
to the ground-truth sequences. Given an input x
and an output y, we train model parameters θ by
minimizing L = −∑|y|

t=1 logPθ(yt|y<t, x), where
x can be composed of instruction xi, linguistic and
visual features xl, xv. In the inference phase, we
choose the beam search as the decoding strategy
to obtain better text sequences. Additionally, we
adjust the length penalty that assigns weights ac-
cording to the length of each beam. We control
the output sequence length and explore the optimal
value for it.

3.3 Pre-training and Downstream Tasks
Following Wang et al. (2022), we unify cross-
modal tasks into a simple sequence-to-sequence
format. We design a unified learning framework
for pre-training and downstream tasks, which re-
quire multimodal reasoning ability. CheXOFA’s
versatile design allows it to tackle a wide range
of tasks using a single model. Furthermore, the
model is designed with multitasking capabilities,
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allowing it to simultaneously handle multiple tasks
across various modalities. To this end, the model
shares its parameters and schema across all tasks.
Meanwhile, we employ task-specific instructions
manually crafted for each task.

We pre-train CheXOFA with the report gen-
eration (RGen) task and then fine-tune it with
report summarization (RSum) on MIMIC-CXR
dataset (Johnson et al., 2019). In the RGen task,
the model learns to generate findings section of the
report, based on the chest X-ray image. We use the
same instruction xi with that of the image caption-
ing task, “What does the image describe?”. For our
target task, RSum, the model is trained to generate
impression section, given findings section of the
report. We also exploit the corresponding chest X-
ray image to jointly leverage the visual information.
Hence, an input x is composed of visual features,
subword tokens of findings section, and instruction,
“what is the summary of the following article?”.
Furthermore, we newly design the classification-
supported RSum task (cls-RSum) to enhance the
factual correctness of the summary. In the task, the
model additionally performs a classification task
for observed disease from the X-ray image or re-
port. Then, it generates summaries based on the
identified category, ensuring relevance and coher-
ence.

3.4 Ensemble with Factual Calibration

To improve the overall performance, we utilize an
ensemble method that combines various predic-
tions from multiple models. Following Dai et al.
(2021), we select the best prediction based on the
mutual similarity score. In particular, we calculate
similarity scores for every possible pair of predic-
tions, creating a mutual similarity matrix. Sub-
sequently, we aggregate the matrix in a row-wise
fashion, averaging value for each row. The predic-
tion with the highest score is selected as the final
output. If multiple outputs have the same highest
score, we randomly select the final output, ensuring
that it is chosen in an unbiased manner. To compute
the similarity, we use F1-RadGraph as a scoring
function. Through the combination of diverse pre-
dictions, we are able to obtain an optimal summary
and mitigate the failure of individual models.

We perform a calibration to improve the factual
correctness of the ensembled prediction. We first
extract medical observations from the prediction
by using cheXbert labeler (Smit et al., 2020). Then,

we check whether they are matched with identified
labels by the cls-RSum model. If not, the cls-RSum
result is chosen as the final prediction. We find the
factual calibration performs effectively when the
ensemble process yields a low aggregated similar-
ity score, which is in proportion to the model’s
confidence.

4 Experiment

4.1 Experimental Setup

Evaluation Metric For evaluation, we used
five metrics: BLEU4 (Papineni et al., 2002),
ROUGE-L (Lin, 2004), Bertscore (Zhang et al.,
2020a), F1-cheXbert (Zhang et al., 2020d), and F1-
RadGraph (Delbrouck et al., 2022a). BLUE4 and
ROUGE-L measure syntactical similarity based
on n-gram overlap between reference and gener-
ated summaries, while Bertscore measures seman-
tic similarity to handle synonyms and paraphras-
ing. To evaluate the factual correctness of gener-
ated summaries, F1-cheXbert and F1-RadGraph
are used. Out of these five metrics, F1-RadGraph
is selected as the primary metric for ranking par-
ticipating systems, as it uses RadGraph (Jain et al.,
2021) annotations to better consider the consistency
and correctness of extracted entities and relations.

Benchmark Datasets Our model was trained
on MIMIC-CXR (Johnson et al., 2019) and eval-
uated on both the test set of MIMIC-CXR and
a newly-collected hidden test set. MIMIC-CXR
is a publicly available large dataset consisting of
128,032 report-image pairs with 227,835 multi-
view images3. The dataset is split into training,
validation, and test sets, which comprise 125,417,
991, and 1,624 image-report pairs, respectively.
The MIMIC-CXR hidden test set was newly in-
troduced in the RadSum23 challenge served by
vilmedic (Delbrouck et al., 2022b), and it com-
prises 1,000 out-of-domain image-report pairs col-
lected from CheXpert images (Irvin et al., 2019)4.

4.2 Results

Table 1 shows the official results of the leader-
board on the hidden test set. Our model ranked
first place among other systems on the leaderboard
and achieved the state-of-the-art performance in

3The mentioned statistics are derived from reports contain-
ing both the findings and impression sections simultaneously.

4Although it comes from CheXpert dataset, we name it as
MIMIC-CXR hidden test set, following the challenge descrip-
tion
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Track Rank Team Name BLEU ROUGE Bertscore CheXbert Radgraph
F1 F1

Hidden Test

1 ku-dmis-msra (ours) 18.62 34.57 55.90 72.36 43.20
2 utsa-nlp 16.33 34.97 55.54 69.41 42.86
3 knowlab 14.41 33.63 54.72 67.20 39.98
4 shs-te-dti-mai 14.59 32.43 53.99 6 8.99 38.40
5 aimi 5.15 31.84 47.83 64.18 32.05

Public Test

1 utsa-nlp 25.87 47.86 64.74 77.93 51.84
2 ku-dmis-msra (ours) 25.58 47.75 64.80 76.29 50.96
3 knowlab 22.97 46.15 63.43 75.14 48.04
4 e-health csiro 17.97 44.14 61.47 71.67 44.95
5 iuteam1 10.10 40.44 56.44 58.01 39.48

Table 1: Official results of the leaderboards on MIMIC-CXR hidden test set and MIMIC-CXR test set. The Models
are ranked based on F1-Radgraph score. The best score is displayed in bold typeface and the score of the second
best model is underlined.

Model ROUGE CheXbert Radgraph
F1 F1

CheXOFA (Ensem.) 47.75 76.29 50.96
w/o. Fact Calib. 47.04 75.98 50.14

CheXOFA (Single) 46.03 75.67 48.16
Text-only 46.30 73.59 47.78
w/o. pre-training 43.79 73.67 45.73

Table 2: Ablation study on the public test set. We pro-
vide the performance of ensembled (Ensem.) and single
results. Every component such as factual calibration
(Fact Calib.), encoding multimodal inputs (Text-only),
and pre-training contributes to the improvement.

four out of five evaluation metrics. Especially, our
model significantly outperformed the second-best
model by 2.29 BLEU4 and 2.95 F1-cheXbert.

Table 1 also presents the official results on
the public test set of MIMIC-CXR. Our model
achieved competitive performance with the best
model in four out of five metrics and the best per-
formance based on Bertscore. Overall results in-
dicate that our method could generalize to diverse
datasets, achieving outstanding performances on
both hidden and visible test sets. Conclusively, our
method has remarkable capabilities to summarize
radiology reports by capturing essential medical
observations.

4.3 Ablation Study

We performed an ablation study to analyze how
each method contributes to the overall performance.
Table 2 shows the evaluation scores when removing
each method from our best model on the test set
of MIMIC-CXR. Factual calibration improves the
factual correctness scores, 0.3 of the F1-CheXbert
score and 0.8 of F1-Radgraph score. Using a single
CheXOFA model shows a performance drop com-

pared to the ensemble model by approximately 1.8
in F1-Radgraph. Nevertheless, it achieves competi-
tive performances with other participating systems.
Allowing the model to focus on the report (Text-
only) achieves similar performance in ROUGE-L
and F1-Radgraph scores relevant to the lexical over-
lap. However, F1-cheXbert score significantly de-
grades, which indicates that models benefit from us-
ing multimodal information. Fine-tuning a vanilla
OFA model performs poorly in most scores, which
shows the importance of the pre-training task.

5 Conclusion

We proposed a pre-trained VLM, CheXOFA, for
the chest X-ray domain. We showed that pre-traing
with the report generation task improves the down-
stream task, report summarization. Taking advan-
tage of its multimodal nature, we improved the per-
formance by jointly encoding visual and linguistic
features. Furthermore, we explored subtle tech-
niques such as ensemble and factual calibration to
improve the model performance. Our experimental
results demonstrated that proposed methods ben-
efit the summarization performance. Our model
ranked first on the hidden test set in RadSum23
shared task. We showed promising results about
the domain-specific VLM in the chest X-ray tasks.
We hope that our method can shed light on automat-
ing radiology report generation.
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