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Abstract

Radiology report summarization aims to au-
tomatically provide concise summaries of ra-
diology findings, reducing time and errors in
manual summaries. However, current meth-
ods solely summarize the text, which overlooks
critical details in the images. Unfortunately, di-
rectly using the images in a multimodal model
is difficult. Multimodal models are susceptible
to overfitting due to their increased capacity,
and modalities tend to overfit and generalize
at different rates. Thus, we propose a novel
retrieval-based approach that uses image simi-
larities to generate additional text features. We
further employ few-shot with chain-of-thought
and ensemble techniques to boost performance.
Overall, our method achieves state-of-the-art
performance in the F1RadGraph score, which
measures the factual correctness of summaries.
We rank second place in both MIMIC-CXR
and MIMIC-III hidden tests among 11 teams,
with F1RadGraph scores of 42.86 and 36.31.

1 Introduction

Radiology reports are written documents that
record and interpret the results of radiological ex-
ams. A radiology report usually consists of a find-
ings section, which contains multiple sentences
presenting detailed observations and discoveries
made by the radiologist regarding the images ac-
quired from the examination, and an impression
section that summarizes the findings with major ob-
servations, conclusions or diagnosis (Kahn Jr et al.,
2009). However, manually summarizing radiology
findings into impressions is a time-consuming and
error-prone process (Xue et al., 2018; Gershanik
et al., 2011). Hence, developing tools to augment
(i.e., help) radiologist is important. The resulting
systems have the potential to significantly improve
the efficiency of clinical communication and ac-
celerate the radiology workflow (Delbrouck et al.,
2021).

“These authors contributed equally to this work.

Current radiology report summarization meth-
ods have generally focused on summarizing radiol-
ogy reports only from the report findings. Zhang
et al. (2018) developed a model for automati-
cally summarizing radiology findings into natural
language impression statements. More recently,
some studies used pre-trained language models
such as BART (Lewis et al., 2020) or PEGA-
SUS (Zhang et al., 2020) for radiology report sum-
marization (Zhu et al., 2021; Xu et al., 2021). Dai
et al. (2021) effectively used a domain adaptation
module, an ensemble module, and text normaliza-
tion heuristics to achieve better summarization re-
sults. However, the initial radiology findings may
be inaccurate and overlook certain image informa-
tion. Therefore, it is important to explore the use of
multimodal frameworks, i.e., methods that incorpo-
rate the image, for radiology report summarization.

Multimodal training faces significant constraints,
including uncertainty regarding the necessity of
visual-linguistic reasoning and comprehension in
completing tasks involving images and text (Del-
brouck et al., 2022b). Training multimodal models
has been recognized as a challenging task because
it requires the model to comprehensively under-
stand the content of images and bridge the gap
between the image and its description (Delbrouck
et al., 2022b). Multimodal models are also suscep-
tible to overfitting due to their increased capacity,
and modalities tend to overfit and generalize at
different rates (Wang et al., 2020).

To overcome the limitations of traditional multi-
modal training and radiology report summarization,
we employ a multimodal encoder where the final
model uses the text alone using similarity matching.
Overall, this leads to a more accurate and compre-
hensive representation of findings than using the
images directly. We use the joint information to
fine-tune pre-trained TS5-based models and leverage
few-shot with chain-of-thought and model ensem-
bles to further bolster our model’s performance.
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Figure 1: An overview of our proposed multimodal radiology report summarization approach.

2 Method

The core of our approach involves two stages
shown in Figure 1. In the first stage, we retrieve
the most similar radiology report based on chest
X-ray images and findings from a medical corpus
using a pre-trained multi-modal encoder. We then
prepend the top k£ most similar report’s findings
and impressions to the input example’s findings. In
the second stage, a text-only model generates the
impression based on the new inputs. This approach
is inspired by previous work Endo et al. (2021);
Jeong et al. (2023) that treated medical report gen-
eration as an image-text retrieval task and utilized a
large retrieval corpus to provide sufficient coverage
of potential diagnoses of an input chest X-ray im-
age (Yu et al., 2022). By incorporating information
from similar radiology reports, our approach aims
to generate a more precise impression.

2.1 Stage 1: Multimodal Retrieval

Formally, given an input instance z; consisting of a
text input w and image m, we retrieve the most sim-
ilar examples {21, ..., Tpr(z,)}, Where N (z;) are
the £ most similar examples to x;. Our approach
uses an image-text model to obtain multimodal
representations instead of two separate unimodal
encoders representing images and texts for similar-
ity search. Specifically, our multimodal image-text
retrieval model consists of two encoders shown in
Figure 1: unimodal image and text encoders and
a multimodal encoder to obtain modality embed-
dings. First, the image is passed through the image
encoder to generate image embeddings. We use the
pre-trained Vision Transformer (ViT) model (Doso-
vitskiy et al., 2020) to encode the images. Since
some findings contain multiple images, we average
all image embeddings corresponding to the same
findings. Next, we modify the pre-trained Trans-
former encoder-decoder T5 model (Raffel et al.,
2020) to handle multimodal input. Specifically, we

pass the findings as input to the TS encoder and
initialize the hidden state of the averaged embed-
dings produced by the image encoder. Finally, the
final EOS token from the TS5 encoder is used as
the multimodal embedding.

Unfortunately, this model cannot be used as-is
with the initial pre-trained models. Instead, we
train this model where the T5 encoder outputs are
passed to the TS decoder to generate the impres-
sions. After training the joint model, we remove
the decoder and use the embeddings for Stage 2 of
our pipeline.

2.2 Stage 2: Unimodal Model for TEXT

Next, using the Stage 1 model, we employ simi-
larity matching to obtain a more accurate descrip-
tion of the given images and findings. This in-
volves comparing each joint finding-image em-
bedding in embeddings for each example in the
training corpus using cosine similarity. We return
the top £ neighbors based on the cosine similar-
ity. In our experiments, we set k to 1 to avoid
long sequences that increases the training time.
Given the most similar example /(,,) to our in-
put instance z;, we concatenate Z z/(,,)’s findings
WA/ (z;),f and impression wyr(z,); with the x;’s
findings w,, r into a single sequence defined as
(WA (), f> SEP, War(z,),iy SEP, Wy, ¢]. In our
final ensemble, we use both Clinical-T5 (Lehman
and Johnson, 2023) and Flan-T5 (Chung et al.,
2022) encoder-decoder models.

2.3 Model Ensemble

We employ an ensemble approach to improve the
robustness of our summarization process by com-
bining diverse predictions from multiple models.
Candidate predictions for each example (i.e., gener-
ated impressions) p;,...pn are generated using
various pre-trained T5-based models and beam
search sizes, resulting in diverse outputs. We com-
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pute the similarity score, sim(p;,p;), between
each pair of predictions using the F1RadGraph
score. These scores are then aggregated to deter-
mine the overall similarity of each prediction p;
against all others as s; = > kti SIM(pi, Pr)-
We also calculate the similarity between each pre-
diction p; and its corresponding example’s find-
ings, represented as sim(p;, z¢), to ensure seman-
tic proximity to the original findings. We calculate
the final score for each prediction using a weighted
sum between the two similarities defined as f(l;) =
[ >kt STM(piy pi)] + A * sim(p;, x ), where
A is the weight of the prediction-finding similarity.
We select the predicted impression with the highest
overall similarity score as the final summary.

2.4 Back-translation

Back-translation is used for data augmentation on
MIMIC-III. We then train two models for the model
ensemble: one using the original data and the other
using augmented data. To increase the size and
diversity of the training data, we employ back-
translation (Sennrich et al., 2016). This involves
translating the English findings into Spanish and
then translating the Spanish sentence back into En-
glish using a machine translation model. The re-
sulting rephrased findings are then added to the
training data for augmentation with the original im-
pressions. We use MarianNMT (Junczys-Dowmunt
et al., 2018) as our translation model.

2.5 Few-Shot with Chain-of-Thought

Large language models (LLMs) perform well in
many natural language processing tasks, but their
effectiveness in specialized fields like radiology is
limited due to complex terminology and language.
Fine-tuned models face generalization and trans-
fer issues when applied to out-of-domain data (Wu
et al., 2023). We apply few-shot learning using
Chain of Thought (CoT) as a domain adaptation
strategy for specialized radiology summarization
tasks inspired by Wei et al. (2022). This bal-
ances using unified LLMs and fine-tuned models
to generate tailored predictions for the target do-
main. We use Stanford Alpaca (Taori et al., 2023)
with few-shot prompting and manual reasoning
demonstrations, fine-tuned from Meta’s LLaMA
7B model (Touvron et al., 2023). The demonstra-
tions consist of a task instruction with a role, find-
ings, and reasoning chain with a rationale and im-
pression separated by a special token [SEP]. The
role is a sentence that assigns a persona to a lan-

Source Train Validation Test Hidden
MIMIC-III 59320 7413 6526 6531
MIMIC-CXR 125417 991 1624 1000

Table 1: Statistics of the radiology report summariza-
tion task datasets.

guage model within the prompt, providing it with
a specific context to generate text. The rationale
comprises a series of intermediate reasoning steps.
These manually designed demonstrations form a
paradigm known as Manual-CoT (Wei et al., 2022).
We provide a figure depicting this process in Fig-
ure 2 in the Appendix.

3 Experiments and Results

In this section, we describe the data, evaluation
metrics, and report results.

3.1 Data Description

We conduct our experiments on the 2023 BioNLP
shared task (Delbrouck et al., 2023) version of
the MIMIC-III (Johnson et al., 2016) and MIMIC-
CXR (Johnson et al., 2019) Radiology Report Sum-
marization datasets. The statistics and sources of
the data splits are summarized in Table 1.

3.2 Implementation

As the MIMIC-CXR dataset contains more data
than the MIMIC-III dataset, we have chosen to use
a pre-trained MIMIC-CXR model for fine-tuning
on the MIMIC-III dataset, as this approach has
been shown to enhance overall accuracy.

3.2.1 MIMIC-CXR

For MIMIC-CXR, we fine-tune the multimodal re-
trieval model using the clinical TS5 base model and
fine-tune the language model using various pre-
trained TS5 model variants, including Clinical-T5
base and large models (Lu et al., 2022), Flan-t5-
xl (Chung et al., 2022), and two Flan-t5 model
variants (flan-t5-3b-summarizer and flan-t5-small-
finetuned-open-summarize_from_feedback). Ad-
ditionally, we explore the few-shot learning model
with CoT and finally ensemble seven models that
generate a total of nine predictions. Specifically,
we obtain two predictions from the clinical TS base
models, three predictions from the clinical T5 large
models, three predictions from the Flan-t5 vari-
ant models, and one prediction from the few-shot
model with CoT. To obtain different predictions
from the clinical TS base and large models, we use
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Hidden Test Open Test

Team BLEU4 ROUGE-L Bscore F1Rad BLEU4 ROUGE-L Bscore FI1Rad

shs-te-dti-mai 18.36 3532 57.26  36.94 17.33 3393 5549 3493

aimi 16.61 33.43 55.54  35.12 1.25 2445 4554  21.24

sinai 17.38 3232 55.04 3396 17.12 31.62  54.33 32.65

knowlab 13.23 32.02 5564  33.39 13.86 3222 5491 32.49

nav-nlp 15.13 3239 5534 3337 15.31 3233 5449  32.68

elirf 18.06 30.19 5394 3258 17.41 29.57 5224 3140

utsa-nlp 16.05 34.41 57.08 36.31 15.99 34.07 5630 35.25

Table 2: Official results on MIMIC-III open test and hidden test set.
Hidden Test Open Test

Team BLEU4 ROUGE-L Bscore F1CheX FlRad BLEU4 ROUGE-L Bscore F1CheX F1Rad
dmis-msra 18.62 34.57 55.90 72.36 43.20 25.58 47.75 64.80 76.29 50.96
knowlab 14.41 33.63 54.72 67.20 39.98 22.97 46.15 63.43 75.14 48.04
shs-te-dti-mai 14.59 32.43 53.99 68.99 38.40 25.32 47.48 63.61 74.34 49.00
aimi 5.15 31.84  47.83 64.18 32.05 — — — — —
iuteam1 1.99 26.08 46.75 40.28 27.35 10.10 40.44 56.44 58.01 39.48
e-health csiro 4.12 21.58 43.86 53.46 23.86 17.97 44.14 61.47 71.67 44.95
nlpaueb 5.03 19.87 41.84 50.69 23.26 11.69 36.80 55.50 59.53 36.92
utsa-nlp 16.33 34.97 55.54 69.41 42.86 25.87 47.86 64.74 77.93 51.84

Table 3: Official results on MIMIC-CXR open test and hidden test sets.

beam search decoding and choose the top two or
three predictions to be used for ensembling.

3.2.2 MIMIC-III

The MIMIC-III impression prediction ensemble
consists of six models: 1) fine-turned on retrieval-
based MIMIC-CXR clinical TS model with original
and back-translated data, 2) fine-tuned on MIMIC-
CXR text-only model with original data, 3-5) fine-
tuned on retrieval-based MIMIC-CXR clinical T5
model with original data using varying epochs, and
6) the best of models 3-5 fine-tuned with back-
translated data. This approach enhances prediction
accuracy by leveraging multiple models.

3.3 Evaluation Metrics

Performance on the MIMIC-CXR datasets is eval-
vated using the following metrics: BLEU4 (Pa-
pineni et al., 2002), ROUGE-L (Lin, 2004),
Bscore (Zhang* et al., 2020), F1CheXbert (Del-
brouck et al., 2022b), and F1RadGraph (Delbrouck
et al., 2022a). Performance on the MIMIC-III
dataset is evaluated using the following metrics:
BLEU4, ROUGE-L, Bscore, and F1RadGraph. We
primarily try to balance BLEU4 and ROUGE-L to
achieve a higher F1RadGraph score.

4 Results

Table 2 shows the official results of participating
systems on the MIMIC-III test splits, where sys-
tems are ranked by F1RadGraph score. Overall,
our system achieved the second-highest results for
all metrics on the Hidden Test set and the highest
results on the Open Test set, with the exception of
the BLEU4 score.

Table 3 present the results on the MIMIC-CXR
tests split ranked by the F1RadGraph score. For
this dataset, we had the highest result for the
ROUGE-L score on the hidden test set, and second
place for all other metrics on the hidden test set.
For the Open Test set, we had the highest scores
for all metrics except for the BertScore (BScore)
metric, in which we placed second. Please refer to
Appendix A.2 for additional ablation details.

5 Error Analysis

Based on our error analysis, we observe that our
model is less accurate at generating negative im-
pressions for radiology reports. Positive impres-
sions typically indicate the presence of certain
symptoms, whereas negative impressions suggest
the absence of symptoms with limited contextual
information. However, negative impressions share
the same meaning across different anatomies, de-
spite varying input forms. Possibly due to the
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negative impression’s simplistic format, our model
struggles to capture anatomy and observation se-
mantics meaning, leading to a higher likelihood of
predicting "no acute cardiopulmonary process."

Negative Impression Example: "findings: No
focal consolidation is seen. There is no pleural
effusion or pneumothorax. Cardiac and medi-
astinal silhouettes are stable with possible slight
decrease in right paratracheal prominence."

For example, the ground truth states "no radio-
graphic findings to suggest pneumonia" while our
model generates "no acute cardiopulmonary pro-
cess" as its prediction. The F1RadGraph score
confirms that there is no similarity between the
two. This problem affects both general and clin-
ical domain models, indicating their difficulty in
accurately recognizing "pneumonia’.

Negative Impression Example: "findings: An
endotracheal tube, ... There is no change in left
lower lobe opacity. There is no large pleural
effusion, or pneumothorax. The cardiac silhou-
ette remains moderately enlarged, mediastinal
contours are notable for calcification of the aor-
tic arch."

When comparing the clinical and general domain
ensemble models, we notice that for the ground-
truth of "mild residual retrocardiac opacification
remains, pneumonia vs. atelectasis”, the clinical
model’s prediction is "unchanged left lower lobe
opacity, likely atelectasis, though pneumonia not
excluded" (F1RadGraph is 30.76), while the gen-
eral model predicts "no change in left lower lobe
opacity" (F1RadGraph is 0). This shows the clini-
cal model captures clinically specific semantics.

Short Impression Example: "findings: A Port-
A-Cath terminates in the upper right atrium.
The cardiac, mediastinal and hilar contours ap-
pear unchanged. Fine reticulation associated
with pulmonary fibrosis appears very similar
within each lung in extent and distribution with
no significant superimposed change. The lung
volumes are low. There is no pleural effusion
or pneumothorax. Multiple compression defor-
mities including lower thoracic vertebroplasties
appear unchanged."

In this particular case, the ground truth indicates
"no evidence of acute disease. Severe pulmonary

fibrosis, not significantly changed." The clinical
ensemble model predicts "stable appearance of
the chest with no definite superimposed process”,
while the general ensemble model predicts "no ev-
idence of acute disease". While the general en-
semble model seems to perform better for negative
impressions in this case, it’s worth noting that the
model’s performance can vary depending on the
context and specific examples. It is not always the
case that the general model performs better than
the clinical model for negative impressions.

Image-Referencing Example: findings: “PA
and lateral views of the chest __ at 13:47 are
submitted.” impression: “overall cardiac and
mediastinal contours ... lateral projection.”

In the example above, the findings only men-
tion a chest X-ray without useful text information,
while the ground-truth impression is much more de-
scriptive. Therefore, a text-only model would fail
to generate an impression in this case. However,
our retrieval model successfully handles this issue
by extracting major information based on similar
reports of the findings. The F1RadGraph score of
42.30 between our best prediction and the ground
truth demonstrates the effectiveness of our model
in capturing key information from images.

6 Conclusion

This paper presents our system at Task 1B: Radi-
ology Report Summarization of the BioNLP 2023
shared task. We build our system on the basis of a
multimodal encoder and pre-trained T5-based mod-
els. We employ similarity matching to deal with
multimodal inputs and generate a more precise de-
scription of the given images and findings. Ad-
ditionally, we use few-shot with chain-of-thought
and ensemble techniques to further enhance the
performance of our approach. As a result, our
proposed approach achieved second place in both
MIMIC-CXR and MIMIC-III hidden tests with
F1RadGraph scores of 42.86 and 36.31, respec-
tively. Furthermore, we ranked first in the open test
with F1RadGraph scores of 51.84 on MIMIC-CXR
and 35.25 on MIMIC-III, out of 11 teams.
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A Appendix

A.1 Implementation Detail

The multimodal encoder is fine-tuned on mul-
timodal triplet datasets for a maximum of 10
epochs, while the language model is fine-tuned
on the retrieved corpus for up to 20 epochs with
a learning rate of le-4. We use the AdamW opti-
mizer (Loshchilov and Hutter, 2017) with a mini-
batch size of 16 and a sample dropout of 0.1 and
projected the last hidden state of the image modal-
ity to the same dimension as the text modality.
The input tokenizer has a maximum length of
512 for findings and 128 for impressions. For
the language model, the output generation max-
imum length is set to 128 with a beam size of 6 and
early stopping. All experiments are conducted on
four Nvidia GeForce GTX 1080 Ti GPUs and one
Nvidia A6000.
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A.2 Ablation Analysis

Effect of Ensemble. We examine the impact of
model ensemble (as shown in Table 4) by catego-
rizing pre-trained models into three groups: pre-
trained on MIMIC-III/IV, pre-trained on general do-
main, and few-shot with chain of thought prompt.

We can see in Table 7 in the Appendix,
the few-shot with CoT model has a competi-
tive F1RadGraph score for hidden tests (34.20
F1RadGraph score for few-shot with CoT vs 42.86
for our best model), but lower performance for
open tests, likely due to prompt learning sensitiv-
ity case by case. Due to time constraints during
the competition, we could not test all combined
models. As a result, we added CoT model to our
ensemble model, which decreased the F1RadGraph
score by 0.39. Therefore, in our next ensemble ab-
lation tests, we will remove few-shot learning. The
F1RadGraph score for our clinical T5 ensemble
model is 49.70, while the score for the general
domain ensemble model is slightly lower at 49.19.
However, these two ensemble models exhibit differ-
ent prediction behavior, as we will discuss further
in the error analysis seen in Appendix.

Effect of Retrieval Model on MIMIC-CXR.
We evaluate the performance of our best clinical T5
base retrieval model by comparing it with text-only,
image-only, and multimodal models, as shown in
Table 5. We can see that our retrieval model outper-
forms both the text-only model and the multimodal
model that simply combines image and text embed-
dings to generate the impression. Notably, we find
that the text-only model performs better than the
multimodal model, indicating that directly concate-
nating image information in the TS model may not
enhance its summarization performance.
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Model BLEU ROUGE-L Bscore F1CheXbert F1RadGraph
Best Ensemble Model 25.87 47.86 64.74 77.93 51.84
— Chain-of-thought Few-shot  25.49 48.17 65.23 77.94 52.23
— General Domain 26.11 46.34 64.24 77.47 49.70
— Clinical Domain 23.16 46.72 63.80 74.28 49.19
Table 4: Ablation results for Ensemble Model.
Model BLEU ROUGE-L Bscore F1CheXbert F1RadGraph
Best Clinical-T5 Base Model 22.34 47.01 64.60 7597 49.49
— Retrieval (multi-model) 23.94 49.80 67.97 73.20 45.30
— Image (text-only) 22.06 47.20 64.83 76.33 48.76
— Text (image-only) 6.37 28.24 51.27 40.47 17.81
Table 5: Ablation results for Retrieval Model.
Hidden Test Open Test
Model BLEU4 ROUGE-L Bscore FlRadGraph BLEU4 ROUGE-L Bscore FI1RadGraph
Ensemble 16.05 34.41 57.08 36.31 15.99 34.07 56.30 35.25
fine-tuned cxr 14.69 33.51 56.16 34.18 14.61 33.25 55.22 33.21
fine-tuned cxr with back-translation 14.69 33.75 56.54 34.78 16.35 33.21 56.05 33.71
Table 6: Our results on MIMIC-III open test and hidden test sets.
Hidden Test Open Test
Model BLEU4 ROUGE-L Bscore F1CheXbert F1RadGraph BLEU4 ROUGE-L Bscore F1CheXbert F1RadGraph
Ensemble 16.33 3497 5554 69.41 42.86 25.87 4786 6474 77.93 51.84
Few-shot with CoT 15.81 2848  49.52 67.27 34.20 7.90 2222 4574 63.47 20.83
clinical t5 base 11.71 3311  53.74 65.20 38.54 22.61 4761 6458 75.94 49.50
clinical t5 large 12.39 3242 53.06 64.21 38.33 24.58 4837 6492 76.92 49.58

Table 7: Our results on MIMIC-CXR open test and hidden test sets.
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Manual Demos One by One

v

1

! A CN
' 1. Examine the chest X-ray findings and identify the significant abnormalities and potential diagnoses.

: 2. Focus on key observations (e.g., cardiomegaly, edema, consolidation, atelectasis, pleural effusion).

1 3. Exclude details that do not contribute to the diagnosis.

1 4. Create a concise chain-of-thought summary within 128 words to aid in forming an overall impression.

1 5. After the token [SEP], provide a concise summary of the chain-of-thought. Y-
I 6. Limit the summary to 1 or 2 short sentences with no more than 30 words in total.

: 7. Focus on the key aspects and exclude unnecessary details.

findings: The patient is status post right thoracotomy with a worsening loculated right pleural effusion along the lateral and anterior
pleura. There is diffusely increased hazy opacification of the right hemithorax, mainly due to the oblique positioning of the
patient. Lung volumes are low with secondary widening of the cardiomediastinal silhouette. There is only mild vascular
congestion. There is no pneumothorax. Unchanged chest tube.

Y. Findings

+ diffusely increased hazy opacification of the right hemithorax. The opacification is attributed to the patient's oblique
-* positioning. Based on these observations, the impression is that there is slight worsening of the pleural effusion and
o atelectasis, with positioning-related opacification. [SEP] 1. Since yesterday morning, only minimal worsening of the right
Rationale pleural effusion and atelectasis. 2. Diffusely increased hazy opacification of the right hemithorax, is mainly due to the
oblique positioning of the patient.

- Impression

1
1
1
]
1
1
1
1
1 impression: [chain-of-thought] The findings shows a minimal worsening of the right pleural effusion and atelectasis, along with a
1
1
1
1
1
1
1
]

: findings: A frontal and lateral view of the chest demonstrate a diffuse interstitial abnormality. There are no focal areas of consolidation
' to suggest pneumonia. The cardiomediastinal and hilar contours are normal. There is no pleural effusion or
1
1

pneumothorax.
impression:

v

Alpaca

v

[chain-of-thought] The findings shows a diffuse interstitial abnormality with no focal consolidation, pleural effusion, or pneumothorax. The
absence of cardiomegaly or other significant abnormalities is also noted. Thus, the impression is that there are persistent diffuse
interstitial abnormalities with no evidence of pneumonia or other significant abnormalities. [SEP] Peristent diffuse interstitial
abnormalies. No evidence of pneumonia.

Figure 2: Few-Shot-CoT using manually demonstrations one by one with example inputs and outputs of an Alpaca
LLM.
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