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Abstract

We describe the participation of team e-Health
CSIRO in the BioNLP RadSum task of 2023.
This task aims to develop automatic summarisa-
tion methods for radiology. The subtask that we
participated in was multimodal; the impression
section of a report was to be summarised from
a given findings section and set of Chest X-rays
(CXRs) of a subject’s study. For our method,
we adapted an encoder-to-decoder model for
CXR report generation to the subtask. e-Health
CSIRO placed seventh amongst the participat-
ing teams with a RadGraph ER F1 score of
23.9.

1 Introduction

The impression section of a radiology report pro-
vides an overview of the key findings from an imag-
ing study. It is meant to convey important infor-
mation in a concise manner that can be interpreted
by the referring clinician. The impression is often
written after the findings section of a report, which
may include more detailed descriptions, measure-
ments, and technical terms. The impression section
should be structured consistently across reports, al-
lowing for a comparison of studies over time on
the same subject or subjects with similar condi-
tions. Automated report summarisation is gaining
more interest as it could reduce the amount of clin-
ical documentation that clinicians must undertake
(Zhang et al., 2018). This could be especially im-
portant in emergency, where it is predicted that the
automation of clinical documentation could reduce
the burden placed on clinicians (Dinggang, 2021).

Automated report summarisation is the focus of
RadSum?23 (Task 1B of BioNLP 2023), a challenge
that requires participants to summarise a given find-
ings section via the impression section (Delbrouck
et al., 2022b). RadSum23 consisted of two sub-
tasks: the first focused on summarising the findings
sections of MIMIC-III (Johnson et al., 2016), while
the second was a multimodal summarisation task

that required participants to summarise the find-
ings section and Chest X-Rays (CXRs) of a sub-
ject’s study. The multimodal summarisation task
involved two datasets: MIMIC-CXR for model de-
velopment and a hidden test set of CheXpert. Eval-
uation of the submissions was based on the factual
correctness between the predicted and ground truth
impression sections. Participants were also per-
mitted to use external data sources during model
development. Methods that could be considered
for both subtasks include Large Language Mod-
els (LLMs) (Zhang et al., 2023), or retrieval-based
methods (An et al., 2021).

This paper details the participation of the e-
Health CSIRO team in RadSum?23. In particular,
we participate in the multimodal summarisation
subtask, and not the MIMIC-III subtask. Our back-
ground is in CXR report generation, where the the
findings and impression sections for a subject’s
study are generated given the CXRs for the study.
Hence, our aim was to adapt a CXR report genera-
tor to the task of multimodal summarisation and to
determine if it could generalise.

2 Methodology

2.1 Competition dataset

Two datasets were used for the challenge: MIMIC-
CXR and CheXpert (Johnson et al., 2019; Irvin
et al., 2019). The training, validation, and test splits
were derived from MIMIC-CXR, with 125417,
991, and 1 624 studies in each, respectively. Each
study included one findings and impression section,
as well as one or more CXRs. The hidden test set
was derived from CheXpert. It included 1 000 stud-
ies, each with one or more CXRs and a findings
section. No impression section was provided for
the CheXpert hidden test set; each participant was
required to produce the impression section of each
study given the CXRs and findings section.
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Figure 1: Number of words in the findings and impression sections of the MIMIC-CXR training set and the findings

sections of the CheXpert hidden test set.

2.2 Pre-training task

CXR report generation with the MIMIC-CXR
dataset was used as a pre-training task for some
of the models (Johnson et al., 2019). Here,
the task was to generate the findings and im-
pression sections for a given set of CXRs from
a subject’s study. Sections from the ground-
truth reports were obtained using the official text
extraction tool.! Studies with either a miss-
ing findings or impression section, and studies
with more than five CXRs per study were re-
moved. This gave a training/validation/test split of
57 098/436/280 subjects, 125 395/991/1 624 stud-
ies, and 232 715/1 837/2 872 CXRs. Minimal for-
matting was applied to the ground-truth reports;
newline characters, tab characters, and consecutive
white spaces were replaced with a single white-
space character. The ground-truth reports were not
truncated during training or testing.

2.3 Maetrics

Several metrics were used for evaluation: BLEU-
4 (B-4) (Papineni et al., 2002), ROUGE-L (R-L)
(Lin and Och, 2004), BERTScore (B) (Zhang et al.,
2020), the micro-averaged CheXbert F1 score (CX)
(Smit et al., 2020), and the RadGraph ER F1 score
(RG) (Delbrouck et al., 2022a). Only five of the
14 CheXbert classes were used: ‘cardiomegaly’,
‘edema’, ‘consolidation’, ‘atelectasis’, and ‘pleural
effusion’. Scoring was performed between the gen-
erated impression and the ground truth impression
for each study. The rank of the participants was
determined by their RG scores.

2.4 Training

Two stages of training were performed: Teacher
Forcing (TF) (Williams and Zipser, 1989) and
Self-Critical Sequence Training (SCST) (Rennie
et al., 2017). Gradient descent optimisation was
performed with AdamW (Loshchilov and Hutter,
2022) at an initial learning rate of 5e-5 for TF and
Se-6 for SCST, with a mini-batch size of 32. Early

"https://github.com/MIT-LCP/mimic-cxr/tree/master/txt

stopping was used for TF, with a patience of four,
and the validation RG score as the monitored met-
ric. For SCST, one epoch was completed, and val-
idation was performed every % of an epoch. RG
was used as the reward. The validation RG score
was the monitored metric for checkpoint selection.
For SCST, the baseline was generated with greedy
search, while the sample was produced with top-k
sampling (k¥ = 50). The maximum number of to-
kens for the findings and impression sections was
384 and 128, respectively. This was based on the
findings section and the impression section account-
ing for 75.4% and 24.6% of the tokens on average
in the training set reports, as shown in Figure 1.

2.5 Encoder-to-decoder model

An encoder-to-decoder model was used to generate
the impression section. Here, the generation of a
study’s impression section is conditioned on the
features of all CXRs of the study via the cross-
attention of the decoder, as well as the findings
section of the study via a prompt, as shown in
Figure 2.

The Convolutional vision Transformer (CvT)
was the encoder (specifically, CvT-21 pre-trained
on ImageNet-22K and fine-tuned on ImageNet-1K
at a resolution of 384 x 384) (Wu et al., 2021;
Nicolson et al., 2022). Layer normalisation was
applied to its last hidden state, followed by a pro-
jection to the decoder’s hidden size. The encoded
features for each CXR were concatenated and fed
to the cross-attention of the decoder. Each CXR
was resized using bilinear interpolation so that its
smallest side had a length of 384 and its largest
side maintained the aspect ratio. Next, the resized
CXR was cropped to a size of R3*384x384 The
crop location was random during training and cen-
tred during testing. During training, the CXR was
rotated around its centre where the angle of rotation
was sampled from U[—5°, 5°]. Finally, the CXR
was standardised using the mean and standard de-
viation provided with the CvT-21 checkpoint.

For the decoder, a byte-level byte pair encoding
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Figure 2: The encoder-to-decoder model tasked with generating the impression section. It is conditioned on the
features of each CXR via the cross-attention and prompted by the findings section. [BOS], [SEP], and [EOS] denote
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the “beginning-of-sentence”,

tokeniser (Wang et al., 2020) was trained on all
findings and impression sections of the training set
of the pre-training dataset (before studies without a
findings or impression section were dropped) and
with a vocabulary size of 30 000. The BERTpAsE
architecture was employed as the decoder, as it is
equipped with section embeddings. The decoder
had 6 layers, was randomly initialised, included a
language model head, and had a vocabulary size
of 30000. Greedy search and beam search with
four beams were employed during validation and
testing, respectively.

The different models for our submissions were
based off the aforementioned encoder-to-decoder
model by using different pre-training data, using
different combinations of TF and SCST, and differ-
ent generation configurations on the test sets:

1. TF: This is the encoder-to-decoder model fine-
tuned on the competition training set using TF.

2. MIMIC-CXR: This is the encoder-to-decoder
model fine-tuned with TF on the aforemen-
tioned pre-training task to generate the find-
ings and impression sections. It is not fine-
tuned on the competition training set.

3. MIMIC-CXR SCST: This is MIMIC-CXR
fine-tuned on the competition training set with
SCST (i.e., no TF was performed on the com-
petition training set).

4. MIMIC-CXR TF: This is MIMIC-CXR
fine-tuned on the competition training set with
TE.

5. MIMIC-CXR TF SCST: This is MIMIC-
CXR FT additionally fine-tuned on the com-
petition training set with SCST.

separator”, and “end-of-sentence” special tokens, respectively.

6. Length penalty 1: The average number of
words for the findings section of the com-
petition MIMIC-CXR training set was 48,
as compared to 68 for the CheXpert hidden
test set. Hence, we made the assumption
that the length of the impression sections
for the CheXpert hidden test set were also
longer on average than the impession sec-
tions of the competition MIMIC-CXR train-
ing set. Hence, we applied a length penalty
« to the conditional probability of MIMIC-
CXR SCST during generation to encourage
impressions with more words to be generated,
vialog(P(I|F,R))/|Y|“, where I and F de-
note the tokens for the impression and findings
section, respectively, and R denotes the con-
catenated features of the CXRs. Here, we use
a=1.2.

7. Length penalty 2: This is Length penalty
1 with a more aggressive length penalty of
a = b, as well as a penalty applied to the prob-
ability of tokens to prevent an n-gram from
appearing more than once in a caption (the
penalty was realised by setting a token’s prob-
ability to zero). An n-gram size of three was
used. This configuration was to encourage
long impression sections without repetitions.

3 Results & Discussion

The results for each of the different models on
the MIMIC-CXR test set and the CheXpert hidden
test set are given in Tables 1 and 2, respectively.
MIMIC-CXR TF produced better scores than TF
and MIMIC-CXR on both test sets, showing that
the pre-training task of CXR report generation, fol-
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Table 1: Results for the different models on the MIMIC-
CXR test set.

Table 3: Best result for each participant on the MIMIC-
CXR test set (ordered by RG).

Model B4 R-L B CX RG Team B4 R-L B CX RG
TF 9.5 399 56.2 61.7 38.7 utsa-nlp 259 479 64.7 779 51.8
MIMIC-CXR 16.1 42.1 59.5 69.1 41.7 dmis-msra 25.6 47.8 64.8 76.3 51.0

wSCST 18.0 44.1 61.5 71.7 45.0 shs-te-dti-mai 25.3 47.5 63.6 74.3 49.0
MIMIC-CXR TF 15.8 42.1 59.7 69.5 42.2 knowlab 23.0 46.2 63.4 75.1 48.0

wSCST 17.6 43.8 61.2 73.1 443 e-health csiro 18.0 44.1 61.5 71.7 45.0
Length penalty 1 18.1 44.2 61.5 71.8 45.0 iuteaml 10.1 404 56.4 58.0 39.5
Length penalty 2 10.0 36.8 55.7 68.5 40.0 nlpaueb 11.7 36.8 55.5 59.5 36.9

Table 2: Results for the different models on the CheX-
pert hidden test set.

Model B4 RL B CX RG
TF 3.5 18.8 40.1 53.1 21.8
MIMIC-CXR 09 16.5 35.6 35.7 16.5

LSCST 1.5 18.5 395 46.7 20.3
MIMIC-CXR TF 2.8 19.2 40.9 50.8 20.3

—SCST 4.1 21.6 43.9 53.5 239
Length penalty 1 1.5 18.5 39.5 47.0 20.3
Length penalty 2 2.9 15.5 36.9 49.0 17.6

lowed by fine-tuning on the competition training set
was best. SCST (with RG as the reward) improved
the scores of MIMIC-CXR and MIMIC-CXR TF
for all metrics on both test sets, especially on RG,
showing the benefit of avoiding the exposure bias
problem (Rennie et al., 2017). Length penalty 1
unexpectedly benefited the MIMIC-CXR test set,
rather than the CheXpert hidden test set. In fact,
Length penalty 1 offered minimal improvement
(over MIMIC-CXR SCST) on the CheXpert hid-
den test set. The more extreme Length penalty
2 improved the scores for some metrics (B-4 and
CX), while worsening the scores for others (R-L,
B, and RG) on the CheXpert hidden test set. The
model that performed best was MIMIC-CXR TF
SCST, and was the model that was compared to the
methods of the other participants.

The results of all participants on the MIMIC-
CXR test set and the CheXpert hidden test set are
given in Tables 3 and 4, respectively. Compared
to the other participants, our method (e-Health
CSIRO) could not produce impressions that were
as factually correct as those of the other partic-
ipants, placing fifth and seventh on the MIMIC-
CXR test set and CheXpert hidden test set, respec-
tively. For the MIMIC-CXR test set, we attained

Table 4: Best result for each participant on the CheXpert
hidden test set (ordered by RG).

Team B-4 RL B CX RG
dmis-msra 18.6 34.6 55.9 72.4 43.2
utsa-nlp 16.3 35.0 555 694 42.7
knowlab 14.4 33.6 54.7 67.2 40.0
shs-te-dti-mai 14.6 32.4 54.0 69.0 384
aimi 52 31.8 47.8 64.2 32.1
iuteami 2.0 26.1 46.8 40.3 27.4
e-health csiro 4.1 21.6 439 53.5 239
nlpaueb 5.0 19.9 41.8 50.7 23.3

the fifth highest score for each metric, while on the
CheXpert hidden test set, we attained the seventh
highest score for each metric, except CX, where
we attained the sixth highest score. Comparing our
placement on the MIMIC-CXR test set to that on
the CheXpert hidden test set, our method did not
generalise well, losing a position to iuteam1.

4 Conclusion

For BioNLP RadSum 2023, the performance of
our best submission placed the AEHRC CSIRO
team seventh, with a RadGraph ER F1 score of
23.9. Even when optimising for the metric used to
rank each participant with SCST, our encoder-to-
decoder model developed for CXR report genera-
tion and adapted to the summarisation task could
not produce impressions that were as factually cor-
rect as those produced by the other participants. We
will be investigating more appropriate methods for
multimodal radiology summarisation in the future,
such as LLMs specifically trained for summarisa-
tion and information retrieval-based methods.
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