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Abstract

The BioNLP Workshop 2023 initiated the
launch of a shared task on Problem List Sum-
marization (ProbSum) in January 2023. The
aim of this shared task is to attract future re-
search efforts in building NLP models for real-
world diagnostic decision support applications,
where a system generating relevant and ac-
curate diagnoses will augment the healthcare
providers’ decision-making process and im-
prove the quality of care for patients. The
goal for participants is to develop models that
generated a list of diagnoses and problems us-
ing input from the daily care notes collected
from the hospitalization of critically ill patients.
Eight teams submitted their final systems to
the shared task leaderboard. In this paper, we
describe the tasks, datasets, evaluation metrics,
and baseline systems. Additionally, the tech-
niques and results of the evaluation of the differ-
ent approaches tried by the participating teams
are summarized.

1 Introduction

Electronic health records (EHR) document patients’
daily progress and, therefore, are an essential com-
ponent of hospital care (Brown et al., 2014). How-
ever, note-taking in the EHR, while necessary, suf-
fers from note bloat and information overload, caus-
ing challenges for end-users (Liu et al., 2022). The
cognitive burden on providers using EHR docu-
ments remains high and only increases in our digi-
tal era (Furlow, 2020; Hultman et al., 2019). Sum-
marization tasks in clinical natural language pro-
cessing (NLP) are a promising approach to over-
come note bloat and help extract relevant, active
diagnoses to help mitigate diagnostic errors. Aug-
mented intelligence with computerized diagnostic
decision support is a potential solution to improve
care throughput and quality at the bedside (Demner-
Fushman et al., 2009; Lederman et al., 2022).
Over the past two decades, many tasks in the
field of clinical NLP (cNLP) have focused on infor-
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mation extraction, document classification (e.g.,
named entity recognition), and relation extrac-
tion, as noted in a recent scoping review of cNLP
tasks (Gao et al., 2022b). As generative NLP sys-
tems have advanced significantly in recent years,
the field has a growing opportunity on taking advan-
tage of the latest advancements in generative large
language models such as TS5 (Raffel et al., 2020),
Galactica (Taylor et al., 2022), and GPT (Floridi
and Chiriatti, 2020). Tasks of clinical text genera-
tion include radiology report generation (Xue et al.,
2018; Ben Abacha et al., 2021), clinical note gen-
eration (Yang and Yu, 2020; Krishna et al., 2021;
Grambow et al., 2022), and patients’ diagnoses and
problems summarization (Gao et al., 2022d). For
the BioNLP Workshop 2023, the three shared tasks
for the BioNLP Workshop 2023 all focused on
biomedical text generation, in line with the current
research trend on generative NLP models. This
paper presents the overview of the shared task for
the BioNLP Workshop 2023, Problem List Summa-
rization.

The Problem List Summarization (ProbSum)
task, initially proposed by Gao et al. (2022d),
aimed to facilitate the development of NLP mod-
els for downstream applications in diagnostic de-
cision support systems. The goal of this shared
task was to attract future research efforts in devel-
oping NLP systems for real-world decision support
applications, where a system generating relevant
and accurate diagnoses can augment the healthcare
providers’ decision-making process.

The ProbSum task utilized the daily progress
notes, a documentation approach that is ubiquitous
in the EHR with a specific format that is taught in
medical schools. The progress note contains the
following four major sections: Subjective, Objec-
tive, Assessment, and Plan (SOAP) (Weed, 1969).
Participants developed models to create a list of
relevant diagnoses or problems based on the infor-
mation present in the Subjective, Objective, and
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Assessment sections of the note. The Plan con-
tained the diagnoses and problems that served as
the ground truth labels.

Summarizing the list of problems and diagnoses
from daily progress notes is a challenging task for
several reasons. First, progress notes may contain
old diagnoses that are no longer relevant or list
diagnoses that are not described or mentioned else-
where in the note. Second, the progress note may
contain extra information needed for billing pur-
poses or quality improvement metrics that do not
contain diagnoses. Further, the data collected in the
progress note may be embedded from other parts
of the EHR, such as laboratory results or medica-
tions. The structured text and tabular data along-
side unstructured text present a multimodal prob-
lem. Lastly, progress notes may contain medical
jargon and abbreviations (e.g. “GI”, “EGD” in Fig-
ure 1) that can be challenging for NLP models to
understand and summarize. To accurately summa-
rize patient problems, models must possess a deep
understanding of the medical concepts and termi-
nology involved, as well as the broader context of
the patient’s medical history and current condition.

2 Task Description

Healthcare providers, including physicians, write
daily progress notes to record the patient’s medi-
cal status, treatment, and progress while they are
hospitalized. These notes contain essential informa-
tion, such as vital signs, medications, procedures,
and any significant developments in the patient’s
condition. Daily progress notes are crucial for mon-
itoring the patient’s overall health and ensuring that
the healthcare team is informed of any changes or
updates in their treatment.

Daily progress notes are formatted using the
SOAP Format. The Subjective section of a SOAP
format daily progress note comprises the patient’s
self-reported symptoms, concerns, and medical his-
tory. The Objective section consists of objective
data collected by healthcare providers during ob-
servation or examination, such as vital signs (e.g.,
blood pressure, heart rate), laboratory results, or
physical exam findings. The Assessment section
summarizes the patient’s overall condition with a
focus on the most active problems/diagnoses for
that day. Finally, the Plan section contains multi-
ple subsections, each outlining a diagnosis/problem
and its treatment plan. The aim of the task was to
predict the list of problems and diagnoses outlined

(Subjective)

Chief Complaint: CC: Diarrhea Admission: GI Bleed 24
Hour Events: - GI performed EGD: diffuse erythema/
ulceration, in esophagus, stomach, duodenum.. ..

(Objective)

07:39 AM Vital signs Hemodynamic monitoring Fluid
balance 24 hours Since AM Tmax: 38.1 C (100.6
Tcurrent: 37.7 C (99.8 HR: 122 (96 - 128) bpm . ..

(Assessment)

72yo M with h/o metastatic rectal CA and SVC syndrome
on lovenox admitted with intractable diarrhea thought
chemo now with BRBPR and hematemesis.

(Plan Subsections with Problem List Annotation)

# GI Bleed/diarrhea : Given EGD results, his bleed
appears to be from diffuse ulceration from the esophagus
through the duodenum. As diarrhea has been

mucuous with pink tinge, ...

(Ground Truth Problem List)

GI Bleed; diarrhea; diffuse ulceration from the esophagus
through the duodenum; Acute Renal Failure; SVC
Syndrome; Rectal CA;

Figure 1: An example progress note with Subjective,
Objective, Assessment sections and the Ground Truth
Summary annotated from Plan sections. Annotated text
spans are highlighted in color box . In the ground truth,
annotated diagnosis/problem are concatenated by semi-
colons. We use ... to denote the continuation of the
notes due to space constraints.

in the Plan section (Weed, 1969). Figure 1 presents
an input example from a progress note with Sub-
jective, Objective, and Assessment sections, and
the Ground Truth problem/diagnosis List annotated
from the Plan section.

3 Data Description

The task contained 768 hospital daily progress
notes and 2783 diagnoses in the training set, which
was previously described in more detail (Gao et al.,
2022d). A critical care physician and clinical in-
formatics expert annotated a test set of 237 daily
progress notes with only one progress note per pa-
tient to avoid redundancy.

3.1 Data source

The progress notes were sourced from MIMIC-III,
a publicly available dataset of de-identified EHR
data from approximately 60,000 hospital critical
care admissions at Beth Israel Deaconess Medical
Center in Boston, Massachusetts (Johnson et al.,
2016)!. The progress note types from MIMIC-III
included a total of 84 progress note types across
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medical, surgical, cardiovascular, trauma, and neu-
rology specialties. Other note types were excluded
such as Nursing Progress Notes and Social Worker
Progress Notes because they were not structured in
the SOAP format.

3.2 Annotation

The corpora for Problem List Summarization fol-
lowed the annotation framework and guidelines
previously described in (Gao et al., 2022c). The
annotation was performed in the INCEpTION an-
notation platform (Klie et al., 2018). The goal of
the annotation was to label lists of relevant prob-
lems/diagnoses from the Plan subsections. The
annotators first marked the text span of the Assess-
ment and Plan subsections. For each Plan subsec-
tion, the annotators marked the text span for the
Problem, separating the diagnosis/problems from
the treatment or action plans. Since the annota-
tion was conducted on individual progress notes,
the guidelines specified that only the active and
pertinent diagnoses should be considered, taking
into account the patient’s condition as described in
those specific progress notes. Consequently, only
the active and relevant diagnoses/problems were
included in this shared task.

In the original dataset introduced by Gao et al.
(2022a), there were 768 annotated progress notes
for training and test set. We merged the original
split into training data for this shared task, and
had a critical care physician annotate another 237
progress notes for a new test set. We further parsed
the annotation into CSV files that had five columns:
FILE ID, Subjective Sections, Objective Sections,
Assessment, and Summary (Ground Truth). The
FILE ID corresponded to the unique IDs of clin-
ical notes in the original MIMIC-III dataset. Par-
ticipants could choose a combination of Subjec-
tive, Objective and Assessment as input. They
were also free to incorporate any other domains
of the MIMIC data that were related to the patient’s
progress note.

For the final test set, we found the top 10 most
diagnoses are: Anemia, auricular fibrillation, acute
renal failure, Septicemia, Sepsis, Respiratory fail-
ure, Hypertension, Congestive heart failure, throm-
bocytopenia and Pneumonia.

4 Evaluation

As the evaluation metric, we employed ROUGE-L,
a measurement that captures the Longest Common

Subsequence (LCS) between a generated summary
and its corresponding reference summary (Lin,
2004). In what follows, we report ROUGE-L
Precision (RL-P), ROUGE-L Recall (RL-R), and
ROUGE-L F-score (RL-F). Although we acknowl-
edge the limitations of using ROUGE as an eval-
uation approach, as it does not assess semantics,
the field of automated evaluation for clinical note
summarization is still in its early stages, with most
research relying on human evaluation besides con-
ventional metrics like ROUGE (Gao et al., 2022d;
Otmakhova et al., 2022). Therefore, for the purpose
of the shared task, which requires ranking systems,
we have chosen to use ROUGE as our evaluation
metric.

S Participation

We released the training data and test data through
PhysioNet?, which serve as the data owners of
the MIMIC-III data and the executors of the Data
Use Agreement with participants. During System
Evaluation Phase, we created a Codal.ab competi-
tion to manage the system submission and leader-
board (Pavao et al., 2022). To be specific, the
Codalab was configured to receive system pre-
diction outputs in a text file format, and subse-
quently ran the ROUGE-L evaluation script to pro-
duce scores. Each user was permitted to submit a
maximum of 30 runs. At the time of writing this
paper, eight teams from the United Kingdom, In-
dia, Spain, South Korea, Ireland, Australia, and
Mexico submitted a total of 164 runs. Along with
the system output text file, we asked participants
to provide a brief description of their methodol-
ogy; however, some users submitted their results
without providing us with any system details.

6 Results

6.1 Baseline

According to the findings of Gao et al.(2022d),
the ProbSum task’s baseline result was established
by applying pre-trained sequence-to-sequence lan-
guage models, specifically TS5 (Raffel et al., 2020)
and BART (Lewis et al., 2020). T5 produced
the most favorable set of results. To achieve the
best ROUGE-L F-score of 18.80, T5 was sub-
jected to domain adaptive pre-training (Gururangan
et al., 2020) and concept masking, which involved
randomly masking the concepts identified by the

Zhttps://physionet.org/
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concept extractor and continually training T5 on
MIMIC data. Gao et al. (2022d) further found that
TS5 produced the best results when Subjective and
Assessment sections were used as inputs. However,
inputting Objective sections could result in noisy
output.

6.2 Main results

Team | RL-P | RL-R | RL-F
CUED | 4169 | 30.51 | 32.77
PULSAR | 4430 | 27.18 | 31.14
Pune Institute of Comp. Tech | 41.39 | 22.96 | 27.44
gniversitat Politécnica ‘ 1286 ‘ 2479 ‘ 25.92
e Catalunya

Sungkyunkwan Univ. | 3444 | 1955 | 2239
Deakin Univ. | 28.66 | 19.11 | 20.84
Univ. of Limerick | 39.44 | 15.18 | 19.67
Universidad Nacional ‘ 1188 | 1337 ‘ 11.83

Auténoma De México

Table 1: Best-performing submission results from the
eight participation teams. We report ROUGE-L Preci-
sion (RL-P), Recall (RL-R) and F-score (RL-F).

Table 1 displays the best results submitted by
eight participating teams, with Team CUED (Uni-
versity of Cambridge) achieving the highest F1
score of 32.77. Team PULSAR (University of
Manchester) closely followed with a score of 31.44.
The team from Pune Institute of Computer Tech-
nology held the third spot with an F1 score of
27.44. The F1 score reported by Team Univer-
sitat Politecnica de Catalunya was 25.92, while
Team Sungkyunkwan University and Team Deakin
University reported F1 scores of 22.39 and 20.84,
respectively. Team University of Limerick reported
an F1 score of 19.67, which is near the baseline.
Team Universidad Nacional Auténoma De México
reported the lowest F1 score of 11.83.

6.3 Methods overview

We asked participants to submit a post-participation
survey that further described their approaches, and
received four teams’ response. The survey con-
tained questions regarding the best-performing sys-
tems and input setting, as listed in Figure 2. Four of
the eight teams submitted their answers to the sur-
vey questions: team CUED, PULSAR, Universitat
Politecnica de Catalunya and Univ. of Limerick.
The collected surveys revealed that all teams
were utilizing transformer based language models,

Method descriptions

What is the input to your best performing system? (Op-
tions: Subjective, Objective, Assessment)

Did you use language model?

Did you use medical doctors’ expertise? (One of your
team member is medical doctor, or your team has con-
sulted with medical doctor)

* Did your model use other resources (e.g. during pre-
training) besides MIMIC? (E.g. PubMed text, UMLS)

Figure 2: Post-participation Survey Questions

like T5 and BERT (Devlin et al., 2019). T5 check-
points trained on medical resources were popular
choices for methods, such as Clinical-T5 (Lehman
et al., 2023). The medical resources employed
for training, apart from MIMIC, included Unified
Medical Language System (UMLS) (Bodenreider,
2004), BC5CDR (BioCreative V CDR corpus) (Li
et al., 2016), and 12b2 2010 dataset (Uzuner et al.,
2011). All teams employed the Subjective and As-
sessment sections as inputs, while two teams used
Objective sections as additional inputs. There were
no teams that included a member who was a medi-
cal provider or had consulted with medical experts.

Team CUED achieved the best performance by
using an ensembled clinical TS model. On the
other hand, Team PULSAR used Flan-T5 (Chung
et al., 2022) and GPT2XL (Radford et al., 2019).
Team Universitat Politécnica de Catalunya trained
a BERT-based Named Entity Recognition (NER)
BIO tagger (NER) system to extract keywords from
input and composed the output. Finally, team
University of Limerick developed a hybrid sum-
marization system that utilized the Pagerank al-
gorithm (Langville and Meyer, 2006) and Quick-
UMLS (Soldaini and Goharian, 2016) on a concept
graph to extract the most important sentences. They
further used a fine-tuned TS5 model with concept
masking to generate an abstractive summary of the
generated summary.

7 Discussion

The 2023 ProbSumm BioNLP Workshop revealed
that transformer-based language models trained on
medical resources are capable of generating sum-
maries from medical texts.

While this finding was consistent with previ-
ous research that showed the effectiveness of these
models in various NLP tasks, including text sum-
marization, the ProbSumm task proved to be very
difficult and is far from solved with a best F1 score
of 32.77.
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None of the teams involved in the task included a
medical provider or sought consultation from med-
ical experts while developing their models. This
could be attributed to practical limitations such as
time and resource constraints. However, incorpo-
rating the expertise of medical professionals dur-
ing the development process may provide valuable
insights into the clinical implications of the gener-
ated summaries, resulting in the creation of more
clinically relevant and useful models. Given the
effectiveness of incorporating human feedback in
various NLP tasks (Ouyang et al., 2022), we recom-
mend future research to explore the performance of
involving medical experts in the development and
evaluation through a human-in-the-loop approach.

8 Conclusion

The ProbSum task, part of the BioNLP Shared Task
1A, focused on summarizing patients’ diagnoses
from daily progress notes. Eight teams from 7 coun-
tries submitted the final systems for evaluation, and
the top-performing system has achieved substantial
gains from the baseline with a new state-of-the-art
result of 32.77. The experience gained by partici-
pants can inform the development of more effective
strategies for medical text summarization, which
could have significant implications for augmenting
computerized diagnostic decision support systems
at the bedside and potentially translate into better
patient care.
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