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Abstract

Recently, several methods have tackled the re-
lation extraction task with QA and have shown
successful results. However, the effectiveness
of existing methods in specific domains, such
as the biomedical domain, is yet to be verified.
When there are multiple entity pairs that share
an entity in a sentence, a QA-based relation
extraction model that outputs only one single
answer to a given question may not extract de-
sired relations. In addition, these methods em-
ploy QA models that are not tuned for relation
extraction. To address these issues, we first ex-
tend and apply a span QA-based relation extrac-
tion method to the drug-protein relation extrac-
tion by creating question templates and incorpo-
rating entity type markers. We further propose
a binary QA-based method that directly uses
the entity information available in the relation
extraction task. The experimental results on the
DrugProt dataset show that our QA-based meth-
ods, especially the proposed binary QA method,
are effective for drug-protein relation extrac-
tion. Our source code is available at https:
//github.com/tticoin/BioRE-ETM-QA

1 Introduction

In recent years, several methods that tackle the rela-
tion extraction (RE) task with question answering
(QA) have shown impressive results (Levy et al.,
2017; Li et al., 2019; Cohen et al., 2021). Instead
of directly finding a relation between an entity pair
in a sentence, in these methods, questions relating
to the relation between the entity pair are answered
by a QA model to determine whether the entity pair
has the relation.

For example, suppose that we have the following
sentence “Tom was born in 1999”. To determine
whether the relation born_in exists or not between
the entity pair Tom and 1999, Cohen et al. (2021)
builds two questions, each containing one of the
two entities, e.g., “When was Tom born?” for an
entity Tom and “Who was born in 19997” for an

entity 1999. If the answer from a span QA model is
the other entity that is not in the question for one of
these questions, the method determines that there
is a relation “born_in” between the pair. Such a
QA-based RE method can focus on each relation by
preparing different questions for different relations.

However, existing methods have been applied
only to general domain datasets, and their effective-
ness has not been verified in specific domains, such
as the biomedical domain. When there are multiple
entity pairs that share an entity in a sentence, a QA
model that can output only one answer to a question
cannot extract relations since the questions become
identical for the same entity. For example, when
using a question “Who was born in 19997 to deter-
mine if there is a relationship born_in between the
entity pair (“Tom”, “1999”) and (“John”, “1999”)
in the sentence “John was born in 1999, like Tom.,”
the answer will be either Tom or John because the
input to the model is the same. In this case, it is
determined that there is no relation “born_in” for
one of the entity pairs. Moreover, the employed
QA models are not tuned for RE.

In this study, we extend and apply a span QA-
based RE method (Cohen et al., 2021) for drug-
protein RE to check the effectiveness of the method
in the biomedical domain task. For this purpose,
we manually create question templates for a drug-
protein RE dataset DrugProt (Krallinger et al.,
2021). To deal with each entity pair, even if multi-
ple entity pairs share the same entity, we introduce
entity type markers that incorporate entity types
available in the RE task into the question and input
sentence. Furthermore, we propose a binary QA-
based method that directly classifies whether the
answer to a question, which includes one entity of
the target entity pair, is the other entity of the pair
or not.

Our contributions are summarized as follows:

* We extend and apply a span QA-based RE
method to the DrugProt drug-protein RE
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dataset by creating question templates and in-
corporating entity type markers.

* We propose a binary QA-based method that
directly uses the entity information available
in the RE task.

* We show that the binary QA-based method is
effective for drug-protein RE.

2 Related Work

Levy et al. (2017) have proposed the method of
zero-shot RE using QA. Using an existing QA
model, their method could make predictions even
for unseen relation types by preparing questions
corresponding to the relation types. Li et al. (2019)
proposed the method for entity-relation extraction
by multi-turn QA. The hierarchical structure of the
relation types can be captured by extracting entities
with QA at each turn and using them to construct
questions at the next turn.

Cohen et al. (2021) proposed the RE method that
uses QA with two-way questions, each containing a
head or tail entity. First, they created two question
templates for each relation type. One is a template
in which the tail entity is answered using the head
entity, and the other is a template in which the head
entity is answered using the tail entity. If at least
one of the answers to the two questions corresponds
to the entity not used in the questions from the
templates, it is determined that the entity pair has
a relation type for which the template is created.
They extract all the relation types by repeating this
process for all the relation types.

QA-based methods have also been applied to
other tasks, such as named entity recognition (Li
et al., 2020b), event extraction (Li et al., 2020a; Liu
et al., 2020), and coreference resolution (Wu et al.,
2020). In the biomedical domain, the effectiveness
of QA-based methods has been verified in event ex-
traction (Wang et al., 2020) and spatial information
extraction (Datta and Roberts, 2022).

3 Method

This section describes our RE models that employ
the span QA-based RE following (Cohen et al.,
2021) to drug-protein RE and proposes a binary
QA-based method. We first introduce the question
templates to apply QA-based RE to drug-protein
RE in Section 3.1. We next introduce entity type
markers, which incorporate the information about
the entity types into the input sentence and question

in Section 3.2. We then explain a span QA-based
method that predicts the start and end of the answer
span in Section 3.3. We finally propose a binary
QA-based method in Section 3.4.

3.1 Question templates

We created question templates for all relation types
in the DrugProt dataset (Krallinger et al., 2021) to
apply the RE method using QA to drug-protein RE.
For each relation, we created two types of question
templates: one is a template with a slot for the drug
and the other for the protein, following the two-way
QA format in (Cohen et al., 2021). DrugProt has 13
relation types, so the total number of question tem-
plates is 26. These question templates were created
based on the annotation guidelines (Rabal et al.,
2021) for the dataset. For example, the template for
the relation “INDIRECT-DOWNREGULATOR”
was set to “What does DRUG downregulate via
other targets?” and ‘“What downregulates PRO-
TEIN via other targets?” using the part of the defi-
nition in the annotation guideline “CEM downregu-
lates GPRO via other target” (CEM stands for drug
and GPRO stands for protein). The templates are
shown in Table 3 of Appendix A.

3.2 Entity type marker

We insert entity type markers into the input sen-
tence and question to make the input for each entity
pair unique and to use the entity types available
in the RE task as input to the QA models. For
each target entity pair, we assign the markers to the
drug and protein entities in the input sentence and
the question. The interrogatives are also assigned
markers corresponding to the answer entity type to
link the question and the answer.

Table 1 shows examples of inserting markers
into input sentences and questions. First, the drug-
protein pair (TT-B, kinase) and (TT-B, EGFR) are
created from the entities in the input sentence “The
kinase activity of EGFR was little inhibited by TT-
B in a cell-free system”. Next, drug markers (<D>
and </D>) and protein markers (<P> and </P>)
are assigned to the target entity pairs in the input
and question sentences. In addition, the markers
corresponding to the answer are assigned to the
interrogative “What” in the question.

3.3 Span QA-based RE

To evaluate the RE method using QA, we build
a span QA model that predicts the start and end
indices of the answer span, as shown in Figure 1
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Input sentences

Questions

The <P>kinase</P> activity of EGFR was little
inhibited by <D>TT-B</D> in a cell-free system.

<P>What</P> does <D>TT-B</D> decrease the activity of?
<D>What<D> decreases the activity of <P>kinase</P>?

The kinase activity of <P>EGFR</P> was little
inhibited by <D>T7T-B</D> in a cell-free system.

<P>What</P> does <D>TT-B</D> decrease the activity of?
<D>What<D> decreases the activity of <P>EGFR</P>?

Table 1: Example of the questions and the input sentences with entity type markers for a relation type INHIBITOR.
The italic text represents entities, and the markers P and D denote protein and drug, respectively.

following Cohen et al. (2021). First, entity type
markers are assigned to the question and the in-
put sentence, as shown in Section 3.2. Next, a
sequence S = {wy, ws, - - - wy, }, which is the con-
catenation of the question and the input sentence
with the [SEP] token between them, is input to
Bidirectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2019) to obtain the
representation of each token h;.

{hl, hg, ey hn} = BERT(wl,wg, .. wn) (1)
From the representation of each token, the prob-
abilities p{ and p{ that indicate whether the i-th
token is the start and end tokens of the answer span
are obtained by applying the fully connected layer
and the softmax function.

25 = Weh; + b® )
z; = W¢h; + b 3)
{pi,p5, -} = Softmax(z{,z5,...) (4)
{p1, 15, ...} = Softmax(z7,z5,...) (5)

If at least one answer span of two-way questions
is the entity, the target entity pair is determined to
have the relation type corresponding to the question.
When the answer span is the entity for multiple
relation types, the target entity pair is assumed to
have multiple relation types.

3.4 Binary QA-based relation extraction

In the method of Section 3.3, the agreement be-
tween the answer span of the question and the en-
tity span is checked. We consider this too much
since it is sufficient to determine whether the an-
swer is the target entity or not for RE. Therefore,
we propose a binary QA-based method that uses a
binary classification to determine whether the en-
tity is the answer to the question based on the span
representation of the entity that is not included in
the question text, as shown in Figure 2.

In this method, the representations h; in Equa-
tion (1) of Section 3.3 are used to create the span
representation of the candidate answer entity. The

span representation is created by concatenating the
representations of the first and last tokens of the
span and the mean of the representations of all
tokens in the span, as shown below.

= mean(hg, -+, h,) (6)
h*P%" = Concat(hg, h™*" h,) 7

hmean

Here, s and e denote the start and end positions
of the entity span, and h*P*"* denotes the span rep-
resentation. The probability that the entity is the
answer p°P%" is obtained by applying a fully con-
nected layer and a sigmoid function to this span
representation.

pspzzn — Sigmoid(wspcmhspan + bspan) (8)

Similarly to Section 3.3, classification is per-
formed in two ways for all relation types, and an
entity pair can have multiple relation types.

4 Experimental Settings

4.1 Dataset

We used the DrugProt drug-protein RE dataset for
the evaluation. The dataset consists of abstracts
from the pharmaceutical literature that contain drug
and protein mentions and 13 types of drug-protein
relations. DrugProt originally consisted of training,
development, and test data, but the labels for the
test data were not publicly available, so the doc-
uments in the original development set were split
into 1:1 and used for our development and test data.
Table 4 in Appendix B shows the statistics of the
data. As a preprocessing, each document was split
into sentences using SciSpacy (Neumann et al.,
2019). We used the micro-averaged F-score for all
relations for evaluation, which is calculated using
evaluation scripts provided by the task organizer.

4.2 Compared methods

To verify the effectiveness of the QA-based meth-
ods, we compare the span QA-based method
(SpanQA) in Section 3.3 and the binary QA-based
method (BinQA) in Section 3.4. In order to eval-
uate the QA-based RE with the templates created
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Figure 2: Binary QA-based RE

in Section 3.1, we experiment with the method us-
ing special tokens (STQA) specific to the relation
types instead of the question templates to ensure
that the natural language questions are effective or
not and the method of RE by sentence classifica-
tion using BERT’s CLS tokens (CLS). In STQA,
for the relation “INHIBITOR?”, instead of the nat-
ural language templates “What does DRUG de-
crease the activity of?” and ‘“What decreases the
activity of PROTEIN?”, the templates with spe-
cial tokens “<INHIBITOR> DRUG?” and ““</IN-
HIBITOR> PROTEIN?” are used. Furthermore, to
confirm the effectiveness of the entity type markers,
we evaluated BinQA without the markers.

All methods used PubMedBERT-base-uncased-
abstract-fulltext (Gu et al., 2022), which has been
pre-trained using a large biomedical literature, as
an encoder. Adam (Kingma and Ba, 2015) was
used as the optimization method, and the learning
rate was set to 3e-6. The threshold for the binary
QA-based method described in Section 3.4 was
set to 0.7. In addition, we trained and evaluated
the methods five times with different seeds and
calculated the average score.

5 Results

Table 2 shows the micro-averaged F-scores for the
span QA-based methods (SpanQA), the proposed

protein drug
dev  test
CLS 742 749
SpanQA 75.5 75.8
STQA 76.2 764
BinQA 76.3 77.4
BinQA w/o markers | 74.7 75.3

Table 2: Comparison of QA-based and classification-
based methods in the Micro-averaged F-scores (%) on
the development and test sets.

method (BinQA), the method using special tokens
(STQA) instead of question templates, and the
RE method using sentence classification (CLS).
BinQa improved the micro-averaged F-score by 1.6
percentage points on the test set compared to the
SpanQA. These results indicate that the binary QA-
based method is effective for RE. In a comparison
of BinQA and STQA, the proposed method has a
1.0 percentage point higher micro-averaged F-score
than STQA on the test set, indicating the effective-
ness of using natural language for the questions.
In addition, a comparison between the QA-based
methods (SpanQA, BinQA, and STQA) and the
sentence classification method (CLS) shows that
the QA-based methods are also effective in drug-

'We summarize the RE performance for each relation type
in Appendix C
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protein RE. When the markers were removed from
BinQA, the micro-averaged F-score decreased by
2.1 percentage points on the test set. These results
show that the entity type markers are effective.

6 Conclusions

In this paper, we applied and extended span QA-
based RE method to the drug-protein RE by cre-
ating question templates and incorporating entity
type markers. We also proposed the binary QA-
based method that directly uses the entity infor-
mation available in the RE task. We showed the
QA-based methods, especially the proposed binary
QA method, are effective for drug-protein RE. For
future work, we will analyze the advantages and
problems of the proposed QA-based methods by
comparing them with other RE methods in the
biomedical domain. In addition, we will analyze
difficulties in the biomedical domain by applying
and comparing QA-based methods in the general
domain.

Limitations

In this study, we used entity type markers to enable
a QA model to output multiple answers for RE
for multiple entity pairs that share an entity in a
sentence. However, we have not evaluated other
QA models that can output multiple answers. In
addition, since entity type markers are incorporated
before and after entities, it is difficult to apply the
method to nested entity pairs.

QA-based RE methods are not computationally
efficient since they require multiple QA processes
to extract the relation for an entity pair. Further-
more, the question templates in QA-based RE af-
fect the performance of RE, but in this study, only
one template set was used for evaluation, and there
is room for improvement.

Direct comparison with existing SotA (Weber
et al., 2022) is not performed because of the un-
availability of the original DrugProt test data set. In
addition, the SotA model is an ensemble of 10 pre-
trained language models, and we cannot directly
compare the performance in a fair setting.
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A Question templates

Table A shows the question templates for the Drug-
Prot dataset. Two templates are defined for each
relation type, and each template consists of a ques-
tion with a slot for a drug or a protein. Before
inputting the model, the DRUG or PROTEIN of
the template is replaced with the target entity.

B Dataset statistics

Table 4 shows dataset statistics for the DrugProt
dataset. As explained in Section 4.1, the documents
in the original development data were split and used
for our development and test data. The training data
consist of 3,500 documents, and the development
and test data consist of 375 documents each.

C RE performance for each relation type

Tables 5 and 6 show the F-scores for each relation
type and micro-averaged F-scores for the methods
described in Section 4.2. We trained and evaluated
the methods five times with different seeds and
calculated the average scores.
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Relation | Question templates
INDIRECT-DOWNREGULATOR | {111 408 P ey PROTEIN v othr argets?
INDIRECTUPREGULATOR | Wit doe DRUG st vidtfr et
pRECTREGULATOR | Wit o DRLG el
ACTIVATOR What inesesees th actviy of PROTEIN?
Wt dos DR s sty o
W e UG st
AGONIST-ACTIVATOR Wht acs a5 an agonit on PROTEIN to increase s atviy?
coNistiNmmrton |\t DRUC sty by eing o ot
ANTAGONIST What acs s an antagonist to PROTEIN?
PRODUCT-OF gﬁit ﬂr(t)l?: (;fx]i?gj ocf} tlflye ?&;ﬁ?ﬁaﬁé‘;ﬁi‘ﬁfﬁ IZROTEIN?

?
i dos DR s e
SUBSTRATE_PRODUCTOF | Mot s e cmatc et il DRUC i s s iy
PART-OF What s sructurally elted 1o PROTEIN?

Table 3: Question templates for DrugProt

Relation [ train dev test
INDIRECT-DOWNREGULATOR 1,329 168 164
INDIRECT-UPREGULATOR 1,378 153 149
DIRECT-REGULATOR 2,247 230 228
ACTIVATOR 1,428 121 125
INHIBITOR 5,388 575 575
AGONIST 658 66 65
AGONIST-ACTIVATOR 29 4 6
AGONIST-INHIBITOR 13 1 1
ANTAGONIST 972 111 107
PRODUCT-OF 920 81 77
SUBSTRATE 2,003 245 249
SUBSTRATE_PRODUCT-OF 24 1 2
PART-OF 885 130 127
Total 17,274 1,886 1,875

Table 4: Data statistics in our settings for the DrugProt dataset. We split the original development data into our
development and test data.

383



Relation CLS SpanQA STQA BinQA BinQA w/o markers
INDIRECT-DOWNREGULATOR | 72.2 75.6 76.5 75.9 76.1
INDIRECT-UPREGULATOR 79.6 77.0 79.5 78.6 78.4
DIRECT-REGULATOR 59.8 60.9 594 62.1 57.9
ACTIVATOR 75.2 78.7 78.9 78.6 75.0
INHIBITOR 81.4 83.0 84.4 83.4 82.0
AGONIST 82.5 84.1 81.8 84.9 81.8
AGONIST-ACTIVATOR 0 0 0 0 0
AGONIST-INHIBITOR 0 20.0 20.0 20.0 60.0
ANTAGONIST 91.6 91.9 91.9 93.2 89.4
PRODUCT-OF 60.2 61.5 67.1 62.2 63.6
SUBSTRATE 64.7 65.4 66.9 69.7 66.0
SUBSTRATE_PRODUCT-OF 0 0 0 0 0
PART-OF 73.7 73.2 72.7 72.8 75.1
Micro-averaged F-score 74.2 75.5 76.2 76.3 74.7

Table 5: RE performance (%) of the QA-based and classification-based methods on the development set.

Relation CLS SpanQA STQA BinQA BinQA w/o markers
INDIRECT-DOWNREGULATOR | 71.9 73.0 77.1 77.2 71.8
INDIRECT-UPREGULATOR 68.7 71.8 72.6 74.5 73.3
DIRECT-REGULATOR 70.6 71.0 70.9 73.9 69.7
ACTIVATOR 71.2 73.5 73.0 74.0 72.8
INHIBITOR 85.4 85.8 85.4 86.7 85.4
AGONIST 66.4 68.6 68.3 68.7 64.3
AGONIST-ACTIVATOR 0 23.9 0 0 44.3
AGONIST-INHIBITOR 0 13.3 0 0 0
ANTAGONIST 84.6 90.9 89.2 90.6 87.6
PRODUCT-OF 60.9 58.5 59.7 63.9 60.9
SUBSTRATE 67.3 67.8 69.3 69.8 68.0
SUBSTRATE_PRODUCT-OF 0 0 0 0 0
PART-OF 71.4 70.3 70.7 68.9 68.6
Micro-averaged F-score 74.9 75.8 76.4 77.4 75.3

Table 6: RE performance (%) of the QA-based and classification-based methods on the test set.
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