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Abstract

Using language models (LMs) pre-trained in a
self-supervised setting on large corpora and
then fine-tuning for a downstream task has
helped to deal with the problem of limited
label data for supervised learning tasks such
as Named Entity Recognition (NER). Recent
research in biomedical language processing
has offered a number of biomedical LMs pre-
trained using different methods and techniques
that advance results on many BioNLP tasks,
including NER. However, there is still a lack
of a comprehensive comparison of pre-training
approaches that would work more optimally
in the biomedical domain. This paper aims to
investigate different pre-training methods, such
as pre-training the biomedical LM from scratch
and pre-training it in a continued fashion. We
compare existing methods with our proposed
pre-training method of initializing weights for
new tokens by distilling existing weights from
the BERT model inside the context where the
tokens were found. The method helps to speed
up the pre-training stage and improve perfor-
mance on NER. In addition, we compare how
masking rate, corruption strategy, and mask-
ing strategies impact the performance of the
biomedical LM. Finally, using the insights from
our experiments, we introduce a new biomedi-
cal LM (BIOptimus), which is pre-trained using
Curriculum Learning (CL) and contextualized
weight distillation method. Our model sets new
states of the art on several biomedical Named
Entity Recognition (NER) tasks. We release
our code and all pre-trained models.1

1 Introduction

Since the introduction of transformer architecture
(Vaswani et al., 2017), transfer learning has gained
immense popularity in Natural Language Process-
ing (NLP). Pre-training LMs on a large corpus (De-

1The source code and the models are released on our
Github https://github.com/rttl-ai/BIOptimus, including the
Rust code for qik-find.

Figure 1: Comparison of word frequency (raw count) for
Wikipedia Corpus and PubMed corpus. Frequencies are
divided into four categories. Each bar chart represents
how many words of that frequency category are found
in both corpora.

vlin et al., 2019; Liu et al., 2019) allows a large-
scale knowledge extraction. In the current pipeline
of knowledge transfer in NLP, the pre-training stage
can be viewed as preparing the model with broad
general knowledge (Raffel et al., 2019) that can
later be fine-tuned to new tasks or adapted to dif-
ferent domains. However, applying these models
in a new domain directly without additional pre-
training steps cannot achieve high performance be-
cause of a word distribution shift from a general do-
main vocabulary to a new domain vocabulary. The
importance of a pre-trained model for the biomed-
ical domain is even more significant due to the
difficulties of constructing supervised training data
because it requires expert knowledge for quality
annotations.

The biomedical domain has greatly benefitted
from domain-specified LMs. To date, various meth-
ods have been developed to pre-train biomedical
language models: pre-training from scratch (Gu
et al., 2021; Beltagy et al., 2019), continual pre-
training (Lee et al., 2019; Huang et al., 2019), and
hybrid approaches (Tai et al., 2020; Poerner et al.,
2020; Sachidananda et al., 2021). Nonetheless,
more research is needed to compare the optimal
ways to pre-train the biomedical LMs. Comparison
of different pre-training approaches and techniques
primarily targets general domain LMs (Wettig et al.,
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2023; Dai et al., 2022; Yamaguchi et al., 2021; Gu
et al., 2020). What still needs to be clarified is
the effects of these methods on the pre-training
biomedical LM.

Typically, general domain LMs are pre-trained
on Wikipedia, Book Corpora, and Common-Crawl
(Devlin et al., 2019; Lan et al., 2020; Radford et al.,
2019; Raffel et al., 2019; Clark et al., 2020). These
corpora are considerably different from the biomed-
ical corpora in terms of domain specifics (use of
biomedical terminology) and the style of scientific
text (most of the models are trained on PubMed).
Thus, the methods and techniques that work well
for the general domain are not guaranteed to work
the same for the biomedical domain. Figure 1 illus-
trates the difference in the raw counts of word fre-
quencies between Wikipedia and PubMed, which
contains only abstracts (PubMed Corpus). The
corpora are of similar sizes (3.1 and 3.6 billion to-
kens, correspondingly). We can observe that, for
example, the count of rare words noticeably dif-
fers between two corpora and twice less for the
PubMed Corpus. Yu et al. (2022) and Ethayarajh
(2019) showed how the presence of rare words in
the pre-training corpus might greatly impact the
performance of the LM. This work aims to com-
pare different techniques and methods for creating
biomedical LMs. We compare such approaches as
pre-training from scratch, continued pre-training
with no specialized vocabulary, and continued pre-
training with biomedical vocabulary. Our evalua-
tions show that a biomedical LM pre-trained in a
continued setting speeds up the pre-training. To ac-
count for the lack of specialized vocabulary that in-
evitably accompanies models pre-trained following
a continued approach, we propose a new method
to initialize weights for new tokens by distilling
existing weights from the BERT model inside the
context where they were found. Furthermore, we
compare how masking rate, corruption strategy,
and masking strategies impact the performance of
the biomedical LM. We observe that the corruption
strategy of "80-10-10" (Devlin et al., 2019) may
play a role in the representation degeneration prob-
lem of LM by increasing the degree of anisotropy
in the contextualized word representations. With
relation to the word representation, anisotropy char-
acterizes an embedding space that is restricted into
a narrow cone-like shape (Ethayarajh, 2019). This
phenomenon leads to a decrease in word embed-
dings’ expressiveness and is referred to as the repre-

sentation degeneration problem (Gao et al., 2019).
Finally, based on the results of our experiments,

we introduce a model which pre-trained with a CL
schedule. CL is an easy-to-hard training strategy
(Soviany et al., 2022). Though very successful and
widely adopted in NLP, it is still under-explored in
pre-training LMs. To the best of our knowledge,
CL was not used before to pre-train the biomedical
LM. We propose the CL method based on the task
complexity of predicting masked labels. Our model
(BIOptimus), pre-trained with the contextualized
weight distillation and following our CL method,
sets new states of the art on several biomedical
Named Entity Recognition (NER) tasks. In sum-
mary, our contributions are:

• Firstly, we propose a new approach to initial-
ize weights to pre-train a biomedical LM that
leverages the efficiency of pre-training in a
continued fashion with specialized biomedi-
cal vocabulary that improves the model’s per-
formance on NER tasks.

• Secondly, we comprehensively compare our
approach with other pre-training approaches.
In addition, we experiment with masking ratio,
corruption strategy, and masking strategies,
testing what works more optimally to prepare
a language model for the biomedical domain.

• Following experimental insights, we pro-
pose a biomedical model (BIOptimus) pre-
trained with the CL method and contextual-
ized weight distillation.

2 Prior Literature

Recent studies indicate that adapting existing LMs
pre-trained on general corpora for a new domain
or pre-training a new LM from scratch for a spe-
cific domain gives a substantial gain in terms of
performance for a downstream task. The authors
of BioBERT (Lee et al., 2019) performed domain
adaptation by continuing pre-training BERT (De-
vlin et al., 2019) on a large corpus of biomedical
data. The model showed notable achievement on
downstream tasks, outperforming BERT and the
state-of-the-art models. Huang et al. (2019) fur-
ther pre-train BioBERT using clinical corpora to
address clinical text’s challenges and released Clin-
icalBERT. Gururangan et al. (2020) showed the
benefits of continued domain pre-training followed
by task-adaptive pre-training (TAPT) of RoBERTa
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on four domains, including biomedical. One of
the downsides of continued pre-training is the lack
of domain-specific vocabulary. The authors of the
SciBERT model (Beltagy et al., 2019) constructed
a new Scivocab using the SentencePiece library,
introducing 58% of new tokens, which shows how
much scientific vocabulary differs from a general
vocabulary of BERT-base. The pre-training corpus
comprises 82% of the biomedical domain; the rest
is the computer science domain. Training from
scratch solely on the biomedical domain showed
further gain and was presented by the authors of
PubMedBert (Gu et al., 2021). They construct a
new domain-specific vocabulary, proving its effec-
tiveness when fine-tuning for downstream tasks.
Another approach to pre-train the biomedical LM
from scratch using citation links is the LinkBERT
model, which achieved new state-of-the-art on sev-
eral BioNLP tasks (Yasunaga et al., 2022). To miti-
gate the high costs of pre-training from scratch, Tai
et al. (2020) introduced extension vocabulary that is
not found in the vocabulary of BERT. The weights
of the embedding layer of the extension vocabulary
are randomly initialized, then further pre-trained
on the biomedical corpus. To avoid randomly
initializing weights for new tokens and speed up
pre-training, Poerner et al. (2020) used word2vec.
Word2vec vectors are trained on the biomedical do-
main and then aligned with wordpiece vectors from
BERT. Sachidananda et al. (2021) experimented
with subword-based initialization using the mean
of RoBERTa fixed subword embeddings.

Curriculum Learning Curriculum learning (El-
man, 1993; Bengio et al., 2009) has been success-
fully explored in NLP to solve different tasks. It
was widely adopted in machine translation (Guo
et al., 2020; Liu et al., 2020; Wang et al., 2020,
Zhan et al., 2021). Some works have been done
in the area of answer generation (Liu et al., 2018),
relation extraction (Huang and Du, 2019), reading
comprehension (Tay et al., 2019), and NER (Ja-
farpour et al., 2021). Xu et al. (2020) used CL
during the fine-tuning stage of BERT. Nagatsuka
et al. (2021) applied CL to pre-train RoBERTa by
gradually increasing the block size of the text. Lee
et al. (2022) proposed a concept-based curriculum
masking.

3 Method

In continued biomedical domain adaptation, pre-
training using the checkpoint of the model pre-

trained on the general domain can significantly
speed up training. Moreover, the benefits of contin-
ued domain adaptation are highly aligned with the
present trends of NLP communities (Bommasani
et al., 2021) of reducing the environmental impact
and making knowledge readily available in lim-
ited resources settings. One of the problems of
continued pre-training of LMs for domain adapta-
tion is, loosely speaking, the absence of domain-
specific vocabulary (Guo and Yu, 2022). The issue
of out-of-vocabulary (OOV) words is more ele-
gantly solved with subword tokenization such as
Byte-Pair Encoding (BPE) (Sennrich et al., 2016),
WordPiece (Song et al., 2021), and SentencePiece
(Kudo and Richardson, 2018). Nevertheless, the
presence of a whole word or more meaningful sub-
words in domain-specific vocabulary greatly en-
hances performance on downstream tasks (Beltagy
et al., 2019; Gu et al., 2021; Guo and Yu, 2022).
There are ways to address this issue by incorporat-
ing domain-specific tokens and assigning new to-
ken weights without initializing them from scratch
(Sachidananda et al., 2021; Poerner et al., 2020).
Nevertheless, none of the current approaches lever-
age the advantage of contextualized embeddings
of transformer models. To boost knowledge trans-
fer, we introduce the new vocabulary by distilling
existing weights from the BERT model inside the
context of the domain where they were found. Our
approach uses WordPiece Tokenization (Song et al.,
2021) to tokenize PubMed Corpus 2 (BioMedTok-
enizer) with a vocabulary size of 30522. We con-
textualize tokens in the following way (see Figure
2):

• First, we perform tokenization with
BioMedTokenizer. For example, suppose
BioMedTokenizer has a token "bron-
choconstriction" absent from the original
bert-base-uncased vocabulary. In that
case, the token will be broken into six
pieces: [’bro’,’##nch’,’##oco’,’##nst’,’##ric’,
’##tion’] (see Figure 2). We use the mean
operation of constituting tokens to compute
a single representation for a new token
(distilled representations):

tdistilled = f(t1, ..., tk)

f ∈ {mean} (1)

The variable k represents the number of the
2https://pubmed.ncbi.nlm.nih.gov. Abstracts pub-

lished before Jan 2023.
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subtokens that make up the token of inter-
est. We average token weights of only the
last layer of the BERT model as it is more
expressive of context and domain information
(Peters et al., 2018).

• In the next step, we compute aggregated repre-
sentation by sampling sentences that contain
tokens of interest from the same PubMed Cor-
pus and compute aggregated weight across
several sentences (contextualized representa-
tions):

tcontext = g(tdistilled, ..., tm)

g ∈ {mean} (2)

The size of sentences sampled per token m
may vary. We sample uniformly at random,
setting the upper bound equal to 20 and the
lower bound to 1. In case the token is not
found in the corpus (such tokens represent less
than 1/10 of the whole vocabulary), we assign
distilled representation to this token. We use
mean operation, which was found to be the
most efficient operation for aggregating across
several contexts (Bommasani et al., 2020).

The averaging of the weights of subtokens con-
stitutes more meaning when placed in context.
Moreover, contextualization of tokens’ embeddings
leverages the ability of the BERT model to create
domain-specific word embeddings that align with
the corpus where they were found. (Aharoni and
Goldberg, 2020). We call this approach contextu-
alized weight distillation.

4 Models

To perform a more rigorous comparison and find an
optimal approach to the pre-train biomedical LM,
we pre-train four models (see Table 1):

• The first model is pre-trained from scratch,
further referred to as the biomedical model
from scratch (BM from scratch). We train
WordPiece tokenizer on PubMed corpus and
construct new biomedical vocabulary. The
model is trained on the same corpus with all
the weights initialized randomly.

• The second model is pre-trained from the
BERT-base model checkpoint3. We call it
the biomedical model continued (BM con-
tinued).

3https://huggingface.co/bert-base-uncased

• The third model is pre-trained in a hybrid ap-
proach called the biomedical model aver-
aged token weights (BM averaged). We use
BioMedTokenizer to construct the biomedi-
cal vocabulary and find an intersection be-
tween BERT-base vocabulary and biomedi-
cal vocabulary. The weights of the tokens,
which are common for both vocabularies, are
copied from BERT-base vocabulary to new
model weights by directly mapping weights
to the corresponding tokens or subtokens. The
weights of new domain-specific tokens absent
in the BERT-base model are synthesized by
averaging the corresponding subtokens repre-
sentations and assigning this averaged repre-
sentation to the token of interest in the embed-
ding matrix of the new model. This method
corresponds to the step "distilled representa-
tions" described in Section 3.

• The fourth model is pre-trained following the
proposed method in Section 3. We refer to
this approach biomedical model contextual-
ized weights (BM contextualized) or BIOp-
timus 0.1. We assign tokens’ weights that
are common for BERT-base vocabulary and
newly constructed biomedical vocabulary in
the same manner as described above in the
biomedical model averaged token weights.
Contextualization of tokens is performed only
for the tokens that are not found in the BERT-
base vocabulary.

Pre-training
method

Weight
initialization

BM
from scratch from scratch randomly

BM
continued continued from the existing checkpoint

BM
averaged continued

from the existing checkpoint
+ averaging subtokens

BM
contextualized continued

from the existing checkpoint
+ contextualized weight distillation

Table 1: Four pre-trained models with different pre-
training approaches and initialization methods.

5 Data

The primary data used for pre-training is the same
PubMed Corpus used for training BioMedTok-
enizer. To speed up experiments, we choose a ran-
dom subset of this corpus of 1.8 billion words for
pre-training models, representing approximately
half of the data generally used for pre-training
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Figure 2: Contextualization of tokens’ embeddings with our resource-efficient and performant qik-find tool written in
the Rust programming language. Qik-find is a purpose-built tool to find tokens of interest and extract corresponding
sentences from a large corpus exploiting the native capability of the Rust programming language for efficient
multiprocessing.

models for biomedical domain adaptation. To test
our models on the downstream task, we use NER
tasks. NER is one of the most fundamental biomed-
ical tasks; it is an essential first step in process-
ing literature for biomedical text mining. More-
over, the NER is an excellent test for evaluating a
domain-specific model’s success to recognize dif-
ferent types of biomedical terminology. The recent
initiative of Microsoft Research (Gu et al., 2021)
unified and released a new BLURB benchmark
(Biomedical Language Understanding Reasoning
Benchmark). The Benchmark includes five NER
datasets: BC5-chem (Li et al., 2016), BC5-disease
(Li et al., 2016), NCBI-disease (Dogan et al., 2014),
BC2GM (Smith et al., 2008), JNLPBA (Kim et al.,
2004). Label distribution (Crichton et al., 2017) is
presented in Appendix A.

6 Experimental Set-up

We pre-train all models with the same hyperparam-
eters (details can be found in Appendix A). We
further fine-tune each model for five NER datasets
and report results in Table 2. Fine-tuning details
can be found in Appendix A. To compare the effec-
tiveness of pre-training approaches more closely,
we show the effects of each pre-training epoch on
the performance of our models on three datasets:
JNLPBA, BC5-chem, and NCBI-disease (Figure 3).
We use the same evaluation metric and fine-tuning
approach for the NER task described in PubMed-
BERT (Gu et al., 2021).

Moreover, we experiment with other pre-training
techniques. The above-described models are pre-
trained by masking random tokens. Gu et al.
(2021), and Cui et al. (2021) showed that pre-
training with whole-word masking (WWM) can
be more beneficial. Wettig et al. (2023) experi-
mented with different percentages of masking rate
and found out that for the BERT-base, 0.2 percent
may be more optimal to prompt the model to learn

better. Thus, we pre-train two more models us-
ing our method but with different techniques, one
model using WWM and the second using WWM
and 0.2% masking rate. Results are presented in
Table 3.

BM
from scratch

BM
continued

BM
averaged

BM
contextualized

BC5-chem 92.51 93.7 92.93 93.52
BC5-disease 80.66 83.92 81.83 83.41

NCBI-disease 86.34 86.67 87.38 88.44
BC2GM 81.4 83.78 82.82 83.53
JNLPBA 76.14 77.59 75.89 78.71

Table 2: Performance (F1) of test models on five NER
tasks.

7 Analysis

As shown in Table 2, BM continued shows su-
perior performance on three datasets. The worst-
performing model is BM from scratch. Such per-
formance is expected due to the experimental set-
up and pre-training for a shorter period. The per-
formance of PubMedBERT (Table 6) suggests that
pre-training from scratch with a domain-specific
vocabulary can outperform continued pre-training
but would require more extended training to reach
this point. BM averaged performs better than the
model pre-trained from scratch, demonstrating that

contextualized
+ MLM

+ 0.15 mr

contextualized
+ WWM
+ 0.15 mr

contextualized
+ WWM
+ 0.2 mr

BC5-chem 93.52 93.77 93.96
BC5-disease 83.41 84.02 84.28

NCBI-disease 88.44 87.41 88.85
BC2GM 83.53 83.76 83.89
JNLPBA 78.71 78.35 78.8

Table 3: Performance (F1) of models pre-trained with
contextualized embeddings and different pre-training
techniques. The scores of the best-performing models
are in bold, and underlined are the scores of the second-
best-performing models.
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averaging weights of subtokens to initialize weights
for new tokens gives an initial boost for the model
to learn. However, the second best-performing
model is BM contextualized or BIOptimus 0.1. It
outperforms BM averaged and BM from scratch
on all datasets and BM continued on two datasets.

Figure 3 shows the models’ performance on
the dev set after each epoch. We can see that
BM continued learns quickly and performs bet-
ter on JNLPBA and BC5-chem datasets. How-
ever, the model shows the lowest learning curve
on the NCBI-disease dataset, which the absence of
specialized vocabulary can explain. Figure 3 also
illustrates the importance of domain-specific vocab-
ulary, and we can see that all the models with spe-
cialized vocabulary learn quickly and perform rela-
tively well. Overall, introducing domain-specific
vocabulary is beneficial. However, it is less effi-
cient to pre-train a new model entirely from scratch,
initializing all weights randomly. In the case of
BIOptimus 0.1, adding new domain-specific to-
kens alongside the corresponding weights initial-
ized in a way that leverages the contextualizing
ability of transformers gives noticeable gains. Ad-
ditionally, it is important to compare how biomedi-
cal LMs respond to pre-training on WWM against
pre-training with masking only tokens/subtokens.
Table 3 shows that it is not precisely the case that
the WWM pre-training performs better across the
board (Dai et al., 2022; Gu et al., 2021). Pre-
training with masking only tokens performs bet-
ter than WWM on two datasets out of five with a
masking rate of 0.15 (underlined scores). One of
the explanations is that individual subtokens often
coincide with morphological components of the
words, and learning the meanings of these compo-
nents separately may be beneficial for the biomedi-
cal LM (Hofmann et al., 2020). Moreover, Table
3 demonstrates that increasing the masking rate
contributes to a tapered performance enhancement.

8 Curriculum Learning

8.1 Motivation and Method

Analysis of our experiments motivates us to hypoth-
esize that different training techniques like masking
rate and masking strategies might help broaden the
model’s experience (Mitchell, 1997) and gain more
diversified knowledge of textual input. In addition,
during the experimental stage, we’ve observed that
pre-training with specific techniques like WWM
and increased masking rate slow down the training

process if introduced right from the beginning due
to increased task complexity. That brings us to the
idea that introducing more complex tasks gradually,
using CL’s easy-to-hard strategy, assists in guiding
the model’s learning process more smoothly (Ben-
gio et al., 2009). Using the results of our experi-
ments, we implement a CL method for pre-training
a biomedical LM. In Masked Language Modeling
(MLM), the objective is to predict the masked token
based on the surrounding context:

LMLM = −
∑

i

logPΘ(ωi|ω̃i)

= −
∑

i

log
exp (E(ωi)

⊤h̃i)∑|V |
j=1 exp (E(ωi)⊤h̃i)

(3)

It remains a challenging task to measure the dif-
ficulty of a task or a training sample in CL. It is pri-
marily an issue in the case of pre-training masked
language models. There are a few newly proposed
approaches to tackle this challenge. Nagatsuka et al.
(2021) pre-trains RoBERTa by increasing the block
size of input text. Lee et al. (2022) proposed a cur-
riculum based on masking easy-to-predict tokens
first. We formulate our curriculum strategy from
the perspective of the complexity of the predic-
tion task. Predicting whole words is more complex
than predicting just tokens which may be a part of
the word, giving the LM more hints from the sur-
rounding context (Gu et al., 2021; Cui et al., 2021).
Increasing the masking rate makes prediction more
challenging (Wettig et al., 2023) since less context
is available for prediction.

We use a pre-trained model of the same archi-
tecture and number of parameters to measure the
prediction task difficulty and evaluate its perfor-
mance as MLM (Dudy and Bedrick, 2020; Liu
et al., 2019). We use a corpus from a different
domain to account for domain shift. In our case,
we evaluate the performance of the BERT-base-
uncased4 on the RealNews dataset (Raffel et al.,
2019). The evaluation results are presented in Fig-
ure 4. Based on this evaluation, we divide our
curriculum into four phases (see Table 4).

We start with pre-training vanilla MLM (mask-
ing random tokens with a masking rate of 0.15).
As we can see from Figure 4, this task is the easi-
est to handle for MLM. This task also ensures the
model learns the subtokens that constitute complex
biomedical terminology. At the next stage, we in-
crease the complexity of the prediction task and

4https://huggingface.co/bert-base-uncased
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Figure 3: Effects of pre-training epochs on performance (F1) of four test models on the development set of JNLPBA,
BC5-chem, and NCBI-disease datasets.

pre-train predicting the whole words to teach the
model to combine separate subtokens into whole
words. In the third phase, we raise the task com-
plexity to one more level by increasing the masking
rate to 0.2 in predicting the whole words. Wettig
et al. (2023) observed that the corruption rule "80-
10-10" hurts the performance for some downstream
tasks and suggested using only [MASK] without
corruption strategy for MLM pre-training. In our
training experiments, we observe that prediction
without corruption of tokens makes the prediction
task even more complex and slows down the learn-
ing process; thus, we add it as an additional cur-
riculum phase at the end.

We track and visualize contextualized word rep-
resentations with different frequencies to observe
how pre-training phases evolve over time and their
impact on the performance and quality of pre-
trained embeddings. Figure 5 shows that low-
frequency words form a separate cluster from high-
frequency words, which is more evident after the
first stage. During pre-training, the gap decreases;
however, only after the fourth phase, when the cor-
ruption strategy is removed, do the clusters join
closer together. It is plausible that tokens’ predic-
tion with a corruption strategy plays a role in degen-
erating word embeddings, and it may explain why
it hurts the performance in some downstream tasks
(Wettig et al., 2023). We leave further experiments
on this subject for future research.

8.2 Experimental Setting

Data. We use the same PubMed Corpus and NER
datasets described in Section 5.

Implementation. The model’s weights are ini-
tialized using our contextualized weight distillation
approach, which helps speed up pre-training. We

v. Phases Masking
strategy

Masking
rate

Corruption
strategy

0.1 phase 1 tokens 0.15 with corruption
0.2 phase 2 WWM 0.15 with corruption
0.3 phase 3 WWM 0.2 with corruption
0.4 phase 4 WWM 0.2 no corruption

Table 4: Stages of the CL method with increasing task
complexity.

Figure 4: Evaluation of the performance of the BERT-
base-uncased on the RealNews corpus (perplexity). We
average the scores across text files randomly sampled
from the corpus. We take ten samples, each of size of
around 12M tokens.
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v. BC5-chem BC5-disease NCBI-disease BC2GM JNLPBA
0.1 93.52 83.41 88.44 83.53 78.71
0.2 93.87 83.43 87.99 84.16 79.12
0.3 93.7 85.06 88.17 84.54 79.28
0.4 94.1 84.98 89.54 85.25 79.46

Table 5: Evaluation of each CL phase on NER datasets.

Figure 5: A t-SNE visualization of word embeddings
during four pre-training phases with the CL method.
"High" on the color bar corresponds to high frequencies,
and "Low" to low frequencies.

pre-train with the same hyperparameters presented
in Appendix A and increase the number of opti-
mization steps for one epoch for each subsequent
phase to account for the complexity of the predic-
tion task. The initial learning rate is set at 1e-4, and
when restarting the training at the next phase, we
decrease the learning rate following the learning
rate scheduler.

Models and Baselines. We track the progress
of the CL method by evaluating models after each
phase (see Table 5). Each phase’s resulting model
is considered an independent model and brings
competitive results right from the first phase. Fur-
thermore, we compare our models with BioBERT
(Lee et al., 2019), PubMedBERT (Gu et al., 2021),
and BioLinkBERT-base (Yasunaga et al., 2022)
(Table 6).

8.3 Results and Discussion

Masking strategy (from phase 1 to phase 2) (see
Table 5) gives noticeable gains in performance
for BC5-chem, BC2GM, and JNLPBA datasets,

Bio-
BERT

PubMed-
BERT

BioLink-
BERT

BIOpti-
mus
0.4

BC5-chem 92.85 93.33 93.75 94.1
BC5-disease 84.7 85.62 86.1 84.98

NCBI-disease 89.13 87.82 88.18 89.54
BC2GM 83.82 84.52 84.9 85.25
JNLPBA 78.55 80.06 79.03 79.46

Table 6: Comparison of pre-trained language models on
five NER datasets. The scores of the best-performing
models are in bold, and underlined are the scores of the
second-best-performing models. BIOptimus 0.4 sets a
new state-of-the-art on BC5-chem, NCBI-disease, and
BC2GM datasets.

there is only a slight improvement on the BC5-
disease dataset, and the NCBI-disease dataset re-
sponded quite poorly to this transition. Increas-
ing the masking rate (from phase 2 to phase
3) helps to advance performance on all datasets
except BC5-chem, while BC5-disease shows a con-
siderable gain from increasing the masking rate.
Removing the corruption strategy "80-10-10"
(from phase 3 to phase 4) is generally benefi-
cial for all datasets, with considerable gains for
BC5-chem and NCBI-disease and a slight drop for
BC5-disease. BC2GM and JNLPBA datasets re-
spond with stable improvement in all pre-training
phases of the CL method. BC5-chem, BC5-disease,
and NCBI-disease datasets exhibit more diverse re-
sponses to changes in curriculum phases.

8.4 Ablation Study

In this section, we conduct an ablation study to as-
sess the effect of the proposed CL method. To mea-
sure the impact of pre-training with our CL method,
we pre-train a model in a continued setting with the
contextualized weight distillation method, using
vanilla MLM (with a masking rate of 0.15, apply-
ing a corruption rule “80-10-10”) but without CL.
Essentially the model is BIOptimus 0.1 pre-trained
for the same number of optimization steps as BIOp-
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timus 0.4. The performance of this model is pre-
sented in Table 7 (“No CL”). Removing the CL
method hurts downstream performance. The drop
occurs with all NER datasets and is more appar-
ent with BC5-disease, NCBI-disease and BC2GM
datasets. This suggests that pre-training with the
CL method helps boost biomedical LM’s perfor-
mance on NER task.

BC5-chem BC5-disease NCBI-disease BC2GM JNLPBA
BIOptimus 0.4 94.1 84.98 89.54 85.25 79.46

No CL 93.86 84.29 88.92 84.53 79.07

Table 7: Ablation study on the CL method.

9 Conclusion

This paper presented a new method to initialize to-
kens’ weight for new biomedical vocabulary when
pre-training from the existing checkpoint (contin-
ued approach). We also compared this method of
token weight initialization with other pre-training
methods (see Table 2 and Table 3). This method
showed considerable gains in speeding up the pre-
training phase and improving performance on NER.
Comparing pre-training techniques showed that
WWM is not the best-performing approach for all
NER tasks, and masking only tokens/subtokens
shows competitive performance. Increasing the
masking rate and removing the corruption strat-
egy are generally beneficial techniques for pre-
training biomedical LM. Finally, we introduced
the CL method based on the task complexity to
pre-train LMs. The “easy-to-hard” CL method in-
troduces the biomedical LM to a broader scope of
language experience, speeds up pre-training, and
enhances performance on downstream tasks like
NER. It is important to highlight that our model
BIOptimus 0.4 achieves high performance with the
pre-training time reduced by at least half, proving
the pre-training approach’s efficiency.

Acknowledgment

We thank Sebastian Hurubaru and our anonymous
reviewers for their valuable feedback. This work
was supported by tnsr capital.

Limitations

(1) To be able to present a rigorous comparison
and analysis of pre-training an optimal biomedical
LM, we focused on running extensive evaluation
on five NER tasks from the BLURB benchmark5.

5https://microsoft.github.io/BLURB/

We do not evaluate the performance of our models
on other downstream tasks in the framework of this
paper and leave it for future work. (2) While we per-
formed additional experiments to explain the rea-
son for the performance drop on some tasks when
implementing the corruption strategy "80-10-10,"
one plausible explanation is that it might increase
the degree of anisotropy in the contextualized word
representations. Separate work is needed to search
for how the corruption strategy might cause a drop
in performance on some downstream tasks. (3)
Due to the expensive nature of pre-training exper-
iments, we were not able to experiment with all
possible combinations of pre-training methods and
techniques. (4) Our models were pre-trained on the
English language only.

Ethics Statement

While our research does not directly introduce any
social or ethical bias nor amplify the bias in the
data, we inherit a considerable amount of the un-
derlying limitations of LMs. LM pre-training is
computationally expensive and causes environmen-
tal damage. Our research focuses on overall com-
puting resource efficiency and thus has a marginal
environmental footprint.
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A Appendix

A.1 Datasets

Figure 6: Label distribution of BC5CDR-chem,
BC5CDR-disease, BC2GM, NCBI-disease datasets.

A.2 Computing Infrastructure

Computing Infrastructure 8 x A100 GPUs
Hyperparameter Assignment
number of epochs 7-34

batch size 256
maximum learning rate 0.0005
learning rate optimizer Adam
learning rate scheduler None or Warmup linear

Weight decay 0.01
Warmup proportion 0.06
learning rate decay linear

Table 8: Hyperparameters for pre-training biomedical
LMs.

Computing Infrastructure 2 x NVIDIA RTX 3090 GPU
Hyperparameter Assignment
number of epochs 5-11

batch size 4, 8, 16
learning rate 1e-5, 2e-5

dropout 0.1

Table 9: Hyperparameters for fine-tuning on NER
datasets.
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