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Abstract
This paper describes the results of the first
shared task on generation of teacher responses
in educational dialogues. The goal of the task
was to benchmark the ability of generative lan-
guage models to act as AI teachers, replying to
a student in a teacher–student dialogue. Eight
teams participated in the competition hosted on
CodaLab and experimented with a wide variety
of state-of-the-art models, including Alpaca,
Bloom, DialoGPT, DistilGPT-2, Flan-T5, GPT-
2, GPT-3, GPT-4, LLaMA, OPT-2.7B, and T5-
base. Their submissions were automatically
scored using BERTScore and DialogRPT met-
rics, and the top three among them were fur-
ther manually evaluated in terms of pedagog-
ical ability based on Tack and Piech (2022).
The NAISTeacher system, which ranked first in
both automated and human evaluation, gener-
ated responses with GPT-3.5 Turbo using an en-
semble of prompts and DialogRPT-based rank-
ing of responses for given dialogue contexts.
Despite promising achievements of the partici-
pating teams, the results also highlight the need
for evaluation metrics better suited to educa-
tional contexts.

1 Introduction

Conversational AI offers promising opportunities
for education. Chatbots can fulfill various roles
– from intelligent tutors to service-oriented assis-
tants – and pursue different objectives such as im-
proving student skills and increasing instructional
efficiency (Wollny et al., 2021). One of the most
important roles for an educational chatbot is that of
an AI teacher which helps a student improve their
skills and provides more opportunities to practice.
Recent studies suggest that chatbots have a signifi-
cant effect on skill improvement, for example, in
language learning (Bibauw et al., 2022). Moreover,
the advances in Large Language Models (LLMs)
open up new opportunities as such models have
a potential to revolutionize education and signifi-
cantly transform learning and teaching experience.

Despite these promising opportunities, the use
of powerful generative models as a foundation for
downstream tasks presents several crucial chal-
lenges, in particular, when such tasks may have
real social impact. Specifically, in the educational
domain, it is important to determine how solid that
foundation is. Bommasani et al. (2021) (pp. 67-
72) stresses that if we want to put such models
into practice as AI teachers, it is of crucial im-
portance to determine whether they can (a) speak
to students like a teacher, (b) understand students,
and (c) help students improve their understanding.
Following these desiderata, Tack and Piech (2022)
formulated the AI teacher test challenge: How can
we test whether state-of-the-art generative mod-
els are good AI teachers, capable of replying to a
student in an educational dialogue?

Building on the AI teacher test challenge, we
have organized the first shared task on generation
of teacher language in educational dialogues. The
goal of this task is to explore the potential of NLP
and AI methods in generating teacher responses in
the context of real-world teacher–student interac-
tions. Interaction samples werer extracted from the
Teacher Student Chatroom Corpus (Caines et al.,
2020, 2022), with each training sample consisting
of a dialogue context (i.e., several rounds of teacher-
student utterances) and the teacher’s response. For
each test sample, participants were asked to submit
their best generated teacher response.

As the purpose of this task was to benchmark
the ability of generative models to act as AI teach-
ers, responding to a student in a teacher–student
dialogue, submissions were first ranked according
to popular BERTScore and DialogRPT metrics,
and the top three submissions were then selected
for further human evaluation. During this manual
evaluation, the raters compared a pair of “teacher"
responses along three dimensions: speaking like
a teacher, understanding a student, and helping a
student (Tack and Piech, 2022).
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SPEAKER UTTERANCE

Teacher: Yes, good! And to charge it up, you need to __ it ___



DIALOGUE CONTEXT

Student: . . .
Teacher: connect to the source of electricity
Student: i understand
Teacher: plug it __?
Student: in
Teacher: yes, good. And when the battery is full, you need to ____

(disconnect it)
= REFERENCE RESPONSE

Figure 1: An example of a sample taken from the Teacher-Student Chatroom Corpus

2 Materials and Methods

The shared task used data from the Teacher-Student
Chatroom Corpus (TSCC) (Caines et al., 2020,
2022). This corpus comprises data from several
chatrooms in which an English as a second lan-
guage (ESL) teacher interacts with a student in
order to work on a language learning exercise and
assess the student’s English language proficiency.

2.1 Data Samples

Several samples were taken from each dialogue in
the corpus. Each sample was composed of several
sequential teacher-student turns (i.e., the preceding
dialogue context) and ended with a teacher utter-
ance (i.e., the reference response). Figure 1 shows
an example of a sample taken from the corpus. As
can be seen from this example, the samples were
quite short, counting at most 100 tokens. Even
though this restricted sample size inevitably posed
an important limitation for training and testing, the
length of each sample had to be capped at this spe-
cific limit in order to comply with the copyright
license and terms of use of the corpus.

2.1.1 Extraction

The samples were extracted with the following
method. For each dialogue in the corpus, the se-
quence of utterances was iterated from the first to
the last. If the speaker of an utterance at the current
position was a teacher, the utterance was a poten-
tial reference response. In that case, a contextual
window sequence was created for the reference
candidate by recursively backtracking through the
dialogue and adding the preceding utterances until
the limit of 100 tokens was reached. Each utterance
was tokenized with spaCy’s default tokenizer for
English.1 Once extracted, the sequence was added

1https://spacy.io/api/tokenizer

to the set of samples for the dialogue on the con-
dition that it had at least two utterances and more
than one speaker. For example, if the teacher initi-
ated the conversation, the algorithm would extract
a window with only one speaker and no preceding
utterances. Because this instance would not have
been informative, it was ignored and not added
to the set of data samples. A total of 7, 047 data
samples were extracted from the original dataset.

2.1.2 Selection

Although the extracted data samples could have
been randomly divided into training and test sam-
ples, such an approach would have been problem-
atic. In fact, it would have been possible for a
randomly selected test sample to contain a refer-
ence response otherwise observed in the dialog
context of another randomly selected training or
test sample (see Figure 2). A related issue was
that the extraction algorithm produced samples that
were also part of other samples, resulting in mul-
tiple nested or Russian doll-like ensembles (see
Figure 3). Since a test set should never include ref-
erences seen elsewhere in the data, special attention
was paid to data splitting.

Teacher: connect to the source of electricity

connect to the source of electricityTeacher:

Teacher: Yes, good! And to charge it up, you need to __ it ___

Student: …

in

Teacher: Yes, good! And to charge it up, you need to __ it ___

Student: …

Student: i understand

Teacher: plug it __?

Student:

yes, good. And when the battery is full, you need to
____ (disconnect it)

Teacher:

random
training 
sample

random 
test 

sample

Figure 2: An example of a reference in a test sample
observed in the context of a training sample
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in

Teacher: Yes, good! And to charge it up, you need to __ it ___

Student: …

Teacher: connect to the source of electricity

Student: i understand

Teacher: plug it __?

Student:

yes, good. And when the battery is full, you need to ____
(disconnect it)

Teacher:

sample
1

sample
2

sample
3

Figure 3: An example of a nested or Russian doll-like
ensemble of data samples

The data samples were split into a training and
test set with a more complex selection procedure.
Three selection criteria were defined: (a) whether
the reference response was labeled as eliciting
and/or scaffolding (‘yes’ ⇒ better), (b) the num-
ber of distinct types of conversational organization
(e.g., opening, closing, eliciting, scaffolding, and
revision) that were added as labels to the refer-
ence response (more ⇒ better), and (c) the total
number of tokens in the sample (more ⇒ better).
The extracted data samples contained 1, 400 nested
ensembles (cf. Figure 3). The samples in each
ensemble were sorted based on the three criteria
above, and for each ensemble, only the best sample
was selected. The remaining 4, 864 samples were
assigned to 2, 457 training and 273 test slots with
the Hungarian algorithm (Kuhn, 1955) based on the
criteria above. Once the assignment was done, the
training and test sets were verified for any potential
conflicts (cf. Figure 2). Conflicts were resolved by
using the criteria above to choose the best sample
among the conflicting samples. Then, the assign-
ment was run again on the remaining samples until
no more conflicts could be detected. After the as-
signment was completed, the nested data samples
that were discarded before were used to increase
the size of the training set on the condition that they
were not in conflict with the test set. Finally, the
training set was randomly split into a 90% train-
ing and 10% held-out set. The number of samples
included in the training and test sets are shown in
Table 1.

Training set
3, 052
90% training 2, 747
10% held-out 305

Test set 273

Table 1: The number of training and test samples

2.2 Competition

The shared task was hosted as an online competi-
tion on the CodaLab platform (Pavao et al., 2022).
Anyone participating in the shared task filled in a
registration form, signed to comply with the terms
and conditions of the shared task and the licensed
TSCC data, and registered on the CodaLab plat-
form. Participants could only be part of one team,
while a team could have one or more participants.

2.2.1 Phases

The competition was run in two phases: a devel-
opment and an evaluation phase. All deadlines
were set to 23:59 Anywhere on Earth (UTC-12).
Since CodaLab uses Coordinated Universal Time,
all deadlines on the platform were adapted accord-
ingly (i.e., set to the next day at 11:59 am UTC).

The development phase started on March 24,
2023, and ended on April 30, 2023. At the start
of the development phase, participants received
the training and held-out development data, which
were available on the CodaLab platform. During
the development phase, participants could submit
their results for the held-out data and view their
scores on the anonymized leaderboard. Sixty-three
people filled in the registration form and registered
on the CodaLab platform. Among them, 12 people
actively participated in the development phase and
submitted results on the held-out data. Three peo-
ple submitted to the development phase after the
evaluation phase had already started. In the end, 10
participants made at least one successful submis-
sion to the development phase. In total, 17 success-
ful submissions were received (Msubmissions = 1.7
per participant). The leaderboard featured only the
best successful submission per participant (see the
metrics described below in Section 2.3.1).

The evaluation phase started on May 1st, 2023,
and ended on May 5th, 2023. At the start of the
evaluation phase, participants received the test data,
which were available on the CodaLab platform.
During the evaluation phase, participants could
submit their results on the test data and view their
scores on the anonymized leaderboard. In addi-
tion, six people filled in the registration form and
registered on the CodaLab platform. Nineteen peo-
ple actively participated in the evaluation phase
and submitted their results on the test data. In the
end, 10 participants from eight teams made at least
one successful submission to the evaluation phase.
In total, 19 successful submissions were received
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(Msubmissions = 1.9 per participant). Again, the
leaderboard featured only the best successful sub-
mission per participant (see the metrics described
in Section 2.3.1).

It should be noted that some people showed in-
terest in the shared task but did not fully participate.
Fifteen people filled in the registration form but
did not request to join on the platform before the
deadline, whereas 18 people requested to join on
CodaLab but did not fill in the registration form.
As a result, they could not be accepted into the
competition because they did not sign to comply
with the terms and conditions.

2.2.2 Teams and Systems
Eight teams made at least one successful submis-
sion to the final evaluation phase. The approaches
taken by the teams were based on a range of
state-of-the-art large language models (LLMs), in-
cluding Alpaca (Team RETUYT-InCo), Bloom
(RETUYT-InCo), DialoGPT (Cornell), DistilGPT-
2 (DT), Flan-T5 (teams Cornell and TanTanLabs),
GPT-2 (Cornell and Data Science-NLP-HSG),
GPT-3 (NBU), GPT-3.5 Turbo (NAIST and aiitis),
GPT-4 (Cornell), LLaMA (RETUYT-InCo), OPT-
2.7B (RETUYT-InCo), and T5-base (Data Science-
NLP-HSG). In addition, all teams experimented
with zero- and few-shot learning, fine-tuning, and
various prompting strategies. Several teams ap-
plied reinforcement learning (RL) (Cornell and
Data Science-NLP-HSG), and some developed cus-
tomized approaches to post-processing (NAIST)
and data-driven prompt engineering (aiitis). All
these approaches are summarized below and fur-
ther detailed in the corresponding system papers.

Team NAIST Vasselli et al. (2023) participated
in the shared task with the NAISTEACHER system,
built on a pre-trained GPT-3.5 Turbo (Brown et al.,
2020). They experimented with, on the one hand,
zero-shot prompts and, on the other hand, few-shot
prompts using either handcrafted, generative, or
iterative examples of teacher responses. They also
experimented with asking the model to generate
either one response or several possible responses
and compared the performance of their system in
two settings: teacher replies (i.e., when the gener-
ated teacher utterance followed a student utterance)
and teacher continuations (i.e., when the generated
teacher utterance followed a teacher utterance). Fi-
nally, the candidate responses were post-processed
(with a profanity filter and regular expressions) and

reranked with DialogRPT (see the shared task met-
rics in Section 2.3.1) in order to select the best
response to be submitted for each test sample.

Team NBU Adigwe and Yuan (2023) partici-
pated in the shared task with the ADAIO system.
They evaluated several GPT-3 models (Brown et al.,
2020), designed various zero-shot and few-shot
prompts to generate teacher responses, and also
fine-tuned the models on the TSCC corpus. In
addition, the team experimented extensively with
various aspects of response generation by consid-
ering the roles of the participants, the teaching ap-
proaches taken by the tutor, and the specific teach-
ing goals. The responses submitted to the compe-
tition were generated by a few-shot prompt-based
method based on the text-davinci-003 model.

Team Cornell Hicke et al. (2023) experimented
with several generative models and various ap-
proaches, including few-shot in-context learning
with GPT-4, fine-tuning of GPT-2 (Radford et al.,
2019) and DialoGPT (Zhang et al., 2019), and
fine-tuning of Flan-T5 (Chung et al., 2022) with
RL (Ramamurthy et al., 2022) to optimize for peda-
gogical quality. Among these, GPT-4 achieved
the best results on the shared task evaluation
metrics (see Section 2.3.1). The team made
two submissions to the leaderboard: one submis-
sion with responses generated by GPT-4, and an-
other submission that included the same responses
with a teacher prefix prepended to each of them
("teacher: <response>"). To distinguish
between these submissions, the latter is referred to
as GPT-4 (TP) where TP stands for teacher prefix.

Team aiitis Omidvar and An (2023) introduced
the Semantic In-Context Learning (S-ICL) model.
Their aim was to address the challenges created by
the use of out-of-the-box pre-trained LLMs, such as
domain adaptivity and the high costs of fine-tuning.
Their in-context learning approach consisted of
providing an LLM (in this case, ChatGPT with the
GPT-3.5 Turbo engine) with a prompt containing
an instruction, a few labeled samples, and an un-
labeled sample. The semantic component in the
S-ICL model retrieved sufficiently similar samples
from the training set, which were then integrated
into the prompt fed to the LLM as labeled samples.
The inclusion of relevant conversational samples in
the prompt allowed the model to leverage available
knowledge for generating teacher responses.
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Team RETUYT-InCo Baladón et al. (2023) ex-
perimented with several open-source LLMs, in-
cluding LLaMA (Touvron et al., 2023), Alpaca
(Taori et al., 2023), OPT-2.7B (Gao et al., 2020a),
and Bloom 3b (Scao et al., 2022). They explored
fine-tuning techniques by applying the LoRA (Hu
et al., 2021) method to the aforementioned LLMs.
They tested several prompting strategies including
few-shot and chain-of-thought approaches. Their
method consisted of selecting the three most simi-
lar conversations from the training data using the
k-nearest neighbors algorithm. These were then
further integrated into the prompt for the few-shot
learning scenario. The models submitted to the
competition were trained using Alpaca LoRA with
the few-shot approach, LLaMA 7B with engineered
prompts fine-tuned with LoRA, and fine-tuned
OPT-2.7B using preprocessing.

Team Data Science-NLP-HSG Huber et al.
(2023) presented a simple approach of fine-tuning
a language model with RL and utilized the novel
NLPO algorithm (Ramamurthy et al., 2022) that
masks out tokens during inference to direct the
model towards generations that maximize a reward
function. They used Hugging Face’s implementa-
tion of the T5-base model (Raffel et al., 2020) with
220 million parameters to generate the responses
submitted to the competition.

Team DT This team experimented with fine-
tuning the DistilGPT-2 model specifically for stu-
dent–teacher dialogues. They divided the original
training data using an 80/20 split and ran a three-
epoch training process using the Adam optimizer
along with a linear learning rate scheduler on the
training subset. The remaining 20% were then used
for rigorous evaluation using the shared task per-
formance metrics. The team released their model
on Hugging Face and plans to explore the poten-
tial of larger models like GPT-3 and GPT-4 in the
educational dialogue domain in the future.2

Team TanTanLabs This team experimented
with a zero-shot approach using Hugging Face’s
Flan-T5 transformer model, a model instruction-
finetuned on a mixture of tasks. Among the many
prompting techniques tested, the one that worked
best was the prompt used by the authors of the
Flan-T5 model: “Read the dialog and predict the
next turn.” For model inference, different decoding

2Written by Rabin Banjade and adapted by the authors

techniques were tried (greedy, decoding by sam-
pling with temperature, and beam search). Beam
search was chosen because it was easy to control.
Customized regular expressions were used to parse
the model’s output. When the model didn’t pro-
duce any output, the filler word “Alright” was used.
In the future, the team plans to experiment further
with supervised fine-tuning using “chain of thought”
reasoning instructions.3

2.3 Evaluation Procedure

The submissions made by the teams described
above were evaluated in two stages. During the
competition, all submissions were automatically
scored with several dialogue evaluation metrics
(see Yeh et al., 2021, for a comprehensive review).
The teams used these metrics to optimize their sys-
tems before the end of the competition. After the
competition ended, the final submissions were eval-
uated by human raters. Due to combinatorial con-
straints imposed by the human evaluation task (see
Section 2.3.2), it was not possible for any number
of submissions to be evaluated manually. For this
reason, only the top three submissions on the auto-
mated metrics were targeted for human evaluation.

2.3.1 Evaluation Metrics

Yeh et al. (2021) reviewed several dialogue evalu-
ation metrics that operate at the level of the indi-
vidual turns (i.e., generated responses). However,
many of these metrics required a complicated in-
stallation procedure. The following two metrics
were used because they are well-known, could be
easily installed, and their scores can be reproduced.

BERTScore (Zhang et al., 2020) was used as a
metric for evaluating each generated response with
respect to the reference (i.e., teacher) response. The
metric matches words in submissions and reference
responses by cosine similarity. BERTScore was
computed with Hugging Face’s evaluate package
and the distilbert-base-uncased4 model. The result-
ing precision, recall, and F1 scores were averaged
for all items in the test set.

DialogRPT (Gao et al., 2020b) was used as a
reference-free metric for evaluating the generated
response with respect to the preceding dialogue
context. The metric consists of a set of ranked pre-
trained transformer models proposed by Microsoft

3Written by Tanay Gahlot and adapted by the authors
4The hashcode was distilbert-base-uncased_L5_no-

idf_version=0.3.12(hug_trans=4.28.1).
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Research NLP Group. These metrics were aggre-
gated for all items in the test set. The following
dialog response ranking models were used:

updown likelihood that a response gets the most
upvotes (mean of all items)

human vs. rand likelihood that a response is rele-
vant for the given context (mean of all items)

human vs. machine likelihood that a response is
human-written rather than machine-generated
(mean of all test items)

final weighted ensemble score of all DialogRPT
metrics (mean of all items)

Each submission was ranked from 1 (highest) to
10 (lowest) on each individual metric. The overall
leaderboard rank was computed as the mean rank
on BERTScore F1 and on DialogRPT final average.
In case of a tie, the tiebreaker was the mean rank
on the individual scores for BERTScore (precision,
recall) and DialogRPT (updown, human vs. rand,
human vs. machine).

2.3.2 Human Evaluation
The top k = 3 submissions on the leaderboard were
further evaluated by means of pairwise comparative
judgments.5 For each sample in the set of n = 273
test items, the possible responses were combined
in pairs such that the generated responses were
either compared with the reference (i.e., teacher
vs. AI) or between themselves (i.e., AI vs. AI).
This resulted in

(
k+1
2

)
= 6 pairs of responses for

each test sample. Each pair was assessed by r = 3

raters, which amounted to a total of (k+1)!
2!(k+1−2)!r =

4, 914 distinct assessments. These evaluations were
collected via an online Qualtrics survey following
a method described in Tack and Piech (2022) and
further detailed below.

Survey In the introductory part of the survey,
raters were given a short introduction, a consent
form, and an example to familiarize themselves
with the task at hand. In the central part of the
survey, each rater was presented with a comparative

5In pairwise comparative judgments, multiple alternatives
are evaluated by systematically assessing them in pairs. Each
rater is presented with two alternatives at a time and makes a
judgment about which one is better according to some crite-
ria. These judgments are used to compute a relative ranking
among the alternatives. This method has already been used for
assessing dialogue systems (Li et al., 2019) and open-ended
natural language generation (Pillutla et al., 2021).

judgment task of 20 items that were randomly and
evenly selected from the set of n test samples. Each
survey item included a pairwise comparison that
was randomly and evenly selected from the

(
k+1
2

)

possible pairs for the chosen test sample. Each
survey item had three components: the dialogue
context, one comparison of two responses (A or B),
and three questions targeting a pedagogic ability
(more likely said by a teacher, better understanding
the student, and helping the student more). For each
question, the rater was asked to choose option A
or B. The order in which the pairwise comparison
was presented, was determined randomly so that
any presentation order effects would be avoided.

Raters A sample of 298 raters were recruited
from the Prolific crowdsourcing platform. The
raters were screened based on several character-
istics: (a) whether they were from a majority native
English-speaking country,6 (b) whether their na-
tive language was English, and (c) whether their
employment sector was in education and training.
The sample of raters was gender-balanced. Five
raters were removed because the outlier detection
described in Tack and Piech (2022) showed that
they consistently picked the same option (A or B)
for all questions throughout the survey.

Ranking For each item in the test set, the pos-
sible responses were ranked from 1 (highest) to 4
(lowest) for each of the three questions (more likely
said by a teacher, understanding the student better,
and helping the student more). The rank for each
response (i.e., teacher or AI) was estimated with a
Bayesian Bradley-Terry model and HMC-NUTS
sampler as described in Tack and Piech (2022).
Based on the set of draws produced by the HMC-
NUTS sampler, the mean rank, standard deviation,
and 95% highest density intervals (HDI) were com-
puted for each item and for each response.

3 Results

The results achieved by the participating teams dur-
ing the automated evaluation phase are shown in
Table 2 and those achieved by the top three during
the human evaluation phase are shown in Figure 4.

As can be observed from Table 2, the NAIS-
Teacher system (Vasselli et al., 2023) attained the
highest average rank on BERTScore and Dialo-
gRPT. On average, the responses were the closest
to the teacher’s response, the most relevant for the

6Based on the UK government classification + Ireland.
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Team System BERTScore DialogRPT Rank
P R F1 U HvR HvM Final

NAIST NAISTeacher
0.71 0.71 0.71 0.48 0.98 1.00 0.46

1.5
(9) (1) (1) (2) (1) (1) (2)

NBU ADAIO
0.72 0.69 0.71 0.40 0.97 0.98 0.37

3.0
(4) (3) (3) (5) (2) (5) (3)

Cornell GPT-4 (TP) 0.71 0.69 0.70 0.52 0.86 0.98 0.47
3.0

(7) (2) (5) (1) (8) (2) (1)

aiitis S-ICL
0.72 0.69 0.70 0.40 0.92 0.98 0.36

4.5
(3) (5) (4) (4) (5) (4) (5)

RETUYT-InCo OPT-2.7B
0.74 0.68 0.71 0.38 0.90 0.96 0.35

4.5
(1) (6) (2) (7) (7) (9) (7)

Cornell GPT-4
0.72 0.69 0.70 0.40 0.93 0.98 0.36

6.0
(5) (4) (6) (6) (4) (3) (6)

Data Science-
NLP-HSG

Untrained
0.72 0.63 0.67 0.41 0.93 0.95 0.37

6.0
(6) (8) (8) (3) (3) (10) (4)

RETUYT-InCo Alpaca
0.72 0.68 0.70 0.37 0.91 0.96 0.34

7.5
(2) (7) (7) (8) (6) (7) (8)

DT DistilGPT2
0.67 0.62 0.64 0.36 0.75 0.96 0.29

9.5
(10) (9) (10) (9) (10) (6) (9)

TanTanLabs
zero-shot-with-
filler

0.71 0.60 0.65 0.32 0.85 0.96 0.29
9.5

(8) (10) (9) (10) (9) (8) (10)

TEACHER REFERENCE 1.00 1.00 1.00 0.37 0.86 0.99 0.32

Table 2: Leaderboard for the evaluation phase with scores and ranks for BERTScore (P = precision, R = recall) and
DialogRPT (U = updown, HvR = human vs. rand, HvM = human vs. machine)

given dialogue context, and also the most likely to
be human-written. The system also achieved the
second-best result on the DialogRPT updown met-
ric, which indicated that the generated responses
were likely to receive upvotes. Besides achieving
the best average rank on the evaluation metrics,
the system also achieved the best rank on all three
criteria of pedagogical ability evaluated by human
raters (see Figure 4). In particular, the responses
were found to be the most helpful overall.

Table 2 further shows that the best result on the
DialogRPT updown metric was achieved by the
Cornell team (Hicke et al., 2023). The responses
generated by GPT-4 were the most likely to receive
upvotes on average (0.52) when they were submit-
ted with a teacher prefix. However, when the team
submitted the same responses without the prefix,
they received a much lower score (0.4) and ranked
6th place on the same metric. This remarkable
outcome highlighted the unanticipated sensitivity
of the DialogRPT metric towards the presence or
absence of a prefix.

The ADAIO system (Adigwe and Yuan, 2023)

attained the second-best average rank on both the
automated evaluation phase (Table 2) and the hu-
man evaluation phase (Figure 4). The results in-
dicated that the use of well-engineered prompts
including good teaching examples (NAISTeacher,
#1) and teaching approaches and goals (ADAIO,
#2) resulted in a high rank on BERTScore, Dialo-
gRPT, and assessments of pedagogic ability.

It is interesting to note that the teacher’s response
was ranked lower than the top three systems built
on GPT-3 and GPT-4 (Figure 4), which contradicts
the results of Tack and Piech (2022). This strik-
ing observation might be explained by some dif-
ferences in the human evaluation procedure: while
any native English speaker could participate in Tack
and Piech (2022), only raters working in education
and training could participate in the shared task.
Some of these raters gave specific feedback stat-
ing that they found the non-standard language used
by the teacher in the chatroom (including spelling
mistakes, typos, and such) unprofessional.

For more in-depth analyses, the reader is re-
ferred to the system papers cited in this paper.
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Figure 4: Ranking of the top three submissions and the
teacher reference after the human evaluation phase

In these papers, the participating teams ran ad-
ditional analyses and made critical observations.
For example, Baladón et al. (RETUYT-InCo) ob-
served that fine-tuned models attained better re-
sults on BERTScore, prompting attained better re-
sults on DialogRPT, and methods that combined
both techniques showed competitive results across
all metrics. At the same time, they found that a
baseline generating “Hello” in response to every
prompt achieved the best result for BERTScore pre-
cision and DialogRPT updown. Huber et al. (Data
Science-NLP-HSG) found that GPT-2 – a smaller
model with 124 million parameters – achieved
competitive performance compared to the T5-base
model. Moreover, they found that, even though
they maximized BERTScore F1 as a reward func-
tion, their model scored highly in terms of the other
evaluation metrics. Vasselli et al. (NAIST) noted
that DialogRPT often preferred complete answers
that were not very teacher-like over responses that
helped the student find the answer by themselves.

4 Discussion

Although the inaugural shared task on generating
AI teacher responses in educational dialogues can
be considered a success, the results demonstrate
that the evaluation of natural language generation
models remains challenging. Ultimately, we would
like to have at our disposal precise, valid, and –
ideally – automated methods that reward machines
and/or humans for their pedagogical abilities. How-
ever, we are probably still a long way from achiev-
ing this ultimate goal.

The automated metrics that currently exist are
not capable of rewarding models for their ability
to showcase pedagogical skills. In particular, to
the best of our knowledge, there does not exist
any comprehensive metric capable of evaluating
whether responses are likely to be produced by
a teacher, as well as whether they demonstrate
understanding of what the student is saying and
are helping the student. Moreover, popular au-
tomated metrics such as BERTScore and Dialo-
gRPT used in this task show a considerable sensi-
tivity to construct-irrelevant variations, as is demon-
strated by the use of a “Hello” baseline (Baladón
et al., 2023) and an inclusion of the “teacher:” pre-
fix (Hicke et al., 2023). Future editions of this task
should, therefore, aim to either develop or resort to
more accurate and domain-specific automated met-
rics as per the observations and suggestions from
several competing teams (Adigwe and Yuan, 2023;
Baladón et al., 2023; Hicke et al., 2023; Vasselli
et al., 2023).

Due to the lack of adequate metrics, we need
to resort to manual evaluation methods in order
to achieve more precise assessments. However, a
typical drawback to manual evaluation is that it is
very costly and time-consuming to have a sufficient
number of raters evaluating any possible response
that can be generated in the large space of possi-
ble teacher replies. Due to practical and budgetary
limitations, it is challenging to organize a shared
task during which any possible number of submis-
sions can in principle be evaluated with adequately
remunerated human evaluations.

What is more, data is very important in the con-
text of real-world applications and shared tasks.
Although the corpus used in this shared task is a
valuable resource in our domain, some particular-
ities of this corpus and the data sampling method
also had an undeniable impact on the results. There-
fore, in future editions of this shared task we should
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rethink some of the current potential limitations,
such as the fact that the dialogues had to be limited
to 100 tokens, resulting in partial conversations; the
fact that some dialogues, if extracted from the data
randomly might have led to data leakage; and the
fact that the dialogues did not always follow strictly
role-alternating format, with some teacher turns be-
ing preceded by previous teacher utterances, rather
than a student utterances.

In summary, the field of education has already
been significantly changed by LLMs, whose capa-
bilities keep improving constantly. We hope that
this shared task will serve to help the scientific com-
munity better understand the current capabilities
of LLMs in educational contexts. Having learned
from this shared task and going forward, we hope
to make its future iterations even more informative.

5 Conclusion

The primary goal of this shared task was to explore
the potential of the current state-of-the-art NLP
and AI methods in generating teacher responses
in the context of real-world teacher–student inter-
actions. A number of diverse and strong teams
participated in the task and submitted outputs of
their systems to the competition, and even more
people expressed their interest. The teams used a
variety of the state-of-the-art large language mod-
els and explored diverse prompting and fine-tuning
approaches. Importantly, these results not only
shed light on the current state-of-the-art on this
task but also highlighted some critical limitations
that should be addressed in the future.
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