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Abstract

Essay scoring is a critical task used to evalu-
ate second-language (L2) writing proficiency
on high-stakes language assessments. While
automated scoring approaches are mature and
have been around for decades, human scoring
is still considered the gold standard, despite its
high costs and well-known issues such as hu-
man rater fatigue and bias. The recent introduc-
tion of large language models (LLMs) brings
new opportunities for automated scoring. In
this paper, we evaluate how well GPT-3.5 and
GPT-4 can rate short essay responses written by
L2 English learners on a high-stakes language
assessment, computing inter-rater agreement
with human ratings. Results show that when
calibration examples are provided, GPT-4 can
perform almost as well as modern Automatic
Writing Evaluation (AWE) methods, but agree-
ment with human ratings can vary depending
on the test-taker’s first language (L1).

1 Introduction

Automated writing evaluation (AWE) systems
are commonly used to evaluate test-taker writing.
AWE systems are deployed on large-scale, high-
stakes writing assessments used for admissions to
higher education institutions, and for lower-stakes
US state writing assessments that provide informa-
tion about K-12 students’ academic writing per-
formance. These systems typically use feature-
engineering approaches that include rule-based and
statistical natural language processing (NLP) meth-
ods. NLP is used to extract features from essay writ-
ing responses that are characteristic of writing qual-
ity. Features may include errors in grammar and
spelling, discourse structure, discourse coherence,
vocabulary usage, and sentence variety. Features
may be rule-based or statistically derived. Statisti-
cal model methods, such as straightforward linear
regression, are used to train (build) AWE scoring
models for high-stakes scoring of writing assess-
ments. Detailed descriptions of systems are avail-

able for major systems, including e-rater®, Intel-
ligent Essay Assessor™, Intellimetric®, and PEG
(Shermis and Burstein, 2013), and Cambium’s au-
tomated essay scoring system (Lottridge, in press).

Recent advances in language modeling with
neural transformer architectures (OpenAI, 2023;
Brown et al., 2020) have the potential to revolution-
ize AWE. These large language models (LLMs)
demonstrate an incredible potential to analyze and
evaluate text which has implications for the future
of AWE. In addition, GPT’s intuitive, text-based in-
terface lowers barriers for use, potentially increas-
ing accessibility and adoption of these tools for
AWE. The assumptions about how LLMs – specifi-
cally GPT-4 – can be used for AWE tasks, such as
automated scoring and feedback need to be evalu-
ated to determine how we can use them beneficially,
and particularly to ensure that they can be used in
a fair and ethical manner (Burstein, 2023).

Previous research evaluated GPT-3.5 for essay
scoring tasks in an L2 context (Mizumoto and
Eguchi, 2023). In this paper, we evaluate GPT-
4 for a similar task, comparing it to GPT-3.5, hu-
man judgement, and a strong baseline using current
AWE methods. We also explore various aspects
that affect the accuracy of GPT’s ratings, and its
fairness across gender and L1.

2 Data

For our experiments, we used a human-rated
dataset consisting of short essay responses col-
lected as part of the Duolingo English Test, a high-
stakes test of English for L2 learners. For this essay
task, test-takers are given a short written prompt
randomly selected from an item bank of about 700
items. Test-takers have 5 minutes to provide their
essay response to the prompt. Two human raters
used a scoring rubric aligned with the Common Eu-
ropean Framework of Reference (CEFR) (Council
of Europe, 2001).

We started by sampling 10,000 responses from
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test sessions that took place over a 10-month pe-
riod, controlling for L1 and gender. For L1, we
limited responses to 7 of the most common L1 lan-
guages for the test, which also captures a broad
range of language families: Arabic (ara), Mandarin
Chinese (cmn), Telugu (tel), English (eng)1, Span-
ish (spa), Gujarati (guj), and Bengali (ben). To
ensure all CEFR levels were well represented in
the final dataset2, we used a simple CEFR classifier
that uses logistic regression and NLP features to
roughly estimate the CEFR level of each response.
For the final dataset, we randomly sampled an equal
number of responses for each combination of L1,
gender, and estimated CEFR level from the 10,000
test sessions.

The scoring rubric was aligned to the CEFR
scale and assessed each response based on its con-
tent, coherence, vocabulary, and grammar. The
rubric instructed raters to assign each essay one
of eight rating categories: six based on the CEFR
scale, and two “unscorable” categories for minimal
responses (e.g., provides no response or says they
can’t answer the question) and bad-faith responses
(e.g., off-topic or nonsensical). The full rubric is
provided in Appendix B.

Based on this rubric, two assessment researchers
developed a set of calibration examples by collec-
tively rating 676 essays, 180 of which were rated
by both. The rubric and calibration examples were
provided to two new human raters, who collec-
tively rated 1,961 new essays, including a random
sub-sample of 389 essays that were rated by both.
Both new human raters were trained by one of
the original assessment researchers and inter-rater
agreement was routinely checked. Raters were
provided feedback to help with calibration when
necessary. The final Quadratic Weighted Kappa
(QWK) between the two raters was 0.87. Ratings
were roughly normally distributed (see Figure 1),
with ∼53 % of essays receiving a rating of B1 or
B2 and only ∼12 % getting a rating of A1 or C2.

1Test-takers who identify their L1 as English may come
from countries where English is an official language, such
as India.These test-takers are required to take an English lan-
guage proficiency test to attend an English-medium institution
abroad.

2In particular, the DET test-taker population’s proficiencies
follow a unimodal distribution around the B1/B2 CEFR levels
(Cardwell et al., 2022), and so uniform random sampling
would have resulted in too few A1 and C2 essay responses
being included in the dataset.

Figure 1: Distribution of Human Ratings by Raters 1
and 2

2.1 Methodology

In our experiments, we used the ChatGPT API to
rate these short essay responses, comparing them
to human judgements using the same rubrics.

In the system message, we instructed GPT to
rate each provided essay in one of eight rating
categories: one of the six CEFR levels or one of
the two unscorable categories, [No-Response]
and [Nonsense/Off-Topic]. In the default
setting, we provided specific criteria the two un-
scorable categories, but not for CEFR levels3. See
Appendix C for details.

In addition to the system message, we also pro-
vided GPT with varying numbers of calibration ex-
amples. These examples were randomly sampled
from the set of 180 essays that were double-rated
by assessment researchers where both researchers
agreed on the same rating. The same number of ex-
amples were provided for each of the eight rating
categories. We tested providing up to the maxi-
mum number of calibration examples that would
fit into each model’s token limit (generally two
per category for GPT-3.5 and four per category
for GPT-4)4. To avoid any possible interaction be-
tween essays, we used a fresh GPT conversation to
rate each essay.

3Querying GPT-4 easily shows that it already has some
built-in knowledge of CEFR, presumambly from its massive
training corpora, and can even provide CEFR descriptors for
various language skills verbatim, if prompted. So, it was
reasonable to evaluate GPT’s ability to apply CEFR rating
categories accurately without a rubric. The same is not true for
the unscorable rating categories, and preliminary experiments
showed that GPT applied the unscorable labels much too
broadly if their criteria weren’t elaborated in the instructions
to GPT.

4Note that this token limit applies to the entire GPT conver-
sation, not just a single turn within the conversation, and thus
this puts a hard limit on the number of calibration examples
that can be provided.
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Once all ratings were collected, we tabulated
them on a scale of 0 – 6: assigning a 0 for both un-
scorable categories, and a score 1 – 6 for the CEFR
levels. We then computed the inter-annotator agree-
ment between GPT and rater 1 (n=1,175), comput-
ing 90% confidence intervals using bootstrapping
and comparing this to the agreement between the
two human raters. We also compared our results
to two baselines: a machine learning (ML) classi-
fier using only the response’s character length, and
a strong baseline representative of current AWE
methods that use feature engineering and statistical
modeling (Attali and Burstein, 2006; Foltz et al.,
1999). The strong AWE baseline, which is used to
score writing responses on the Duolingo English
Test, uses XGBoost (Chen and Guestrin, 2016) and
is trained on hundreds of thousands of short essay
responses using 85 research-based linguistic fea-
tures covering a wide range of writing sub-skills, in-
cluding cohesion, grammatical complexity, lexical
sophistication, grammatical and lexical accuracy,
length, and relevance. A more detailed breakdown
of these features are provided in Appendix A.

3 Experiments

We conducted three experiments. The first evalu-
ates both GPT-3.5 and GPT-4 with a minimal rubric
and up to the maximum number of calibration ex-
amples that fit within the GPT model’s token limit.
The second experiment evaluates various prompt
engineering strategies for improving performance.
The third experiment explores GPT-4’s fairness
properties across gender and L1.

3.1 Experiment 1: Calibration Only

In this first experiment, we evaluated GPT’s ability
to rate essay responses on the CEFR scale when
provided only a minimal rubric (as described in
Appendix C) and varying numbers of calibration
examples.

Figure 2 shows the QWK between GPT and the
first human rater, depending upon the model used
and the number of calibration examples provided.
When no calibration examples were provided, nei-
ther GPT-3.5 nor GPT-4 even outperform the base-
line classifier using character length only. However,
by providing just one calibration example for each
rating category, GPT-4 almost matches the perfor-
mance of the AWE baseline (QWK 0.81 vs 0.84,
p < 0.1). Providing additional examples did not
result in significant improvement. GPT-3.5, on the

Figure 2: Human–GPT agreement when only calibra-
tion examples are provided (90% confidence intervals
shown)

other hand, did not improve much when provided
calibration examples, and only outperformed the
length-only baseline when provided two calibration
examples per rating category (i.e., the maximum
possible with GPT-3.5’s limit of 4,096 tokens).

The confusion matrices in Figure 3 provide more
insight. We see that when no examples were pro-
vided, both versions of GPT were generally able
to identify unscorable responses, and did tend to
assign slightly higher ratings to better essays, but
mainly rated essays in the B1 – B2 range. When
provided calibration examples, GPT-4 learned to
use the full range of CEFR levels, but struggled
to distinguish between adjacent CEFR levels com-
pared to humans, especially for CEFR level B2.
GPT-3.5, on the other hand, improves only slightly
when provided calibration examples.

3.2 Experiment 2: Prompt Engineering
In our second experiment, we tested two strategies
for improving the performance of GPT-4:

Detailed Rubric - In the system message, we re-
placed the minimal rubric used in the previ-
ous experiment with a detailed rubric that de-
scribed the criteria for each CEFR level (see
Appendix C).

Require Rationale - In the system message, we
asked GPT to provide a rationale before pro-
viding its rating in order to elicit a chain of
reasoning, which has been shown to improve
the the ability of LLMs to perform complex
tasks (Wei et al., 2022). This also meant pro-
viding rationales for the calibration examples,
which could help GPT-4 better understand the
reason for each example’s rating.

Both of these techniques required significantly
more token-space for the input prompt and thus lim-
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Figure 3: Confusion Matrices (Normalized by Rater 1’s Rating)

Figure 4: Human–GPT-4 agreement when various
prompt engineering techniques are applied (90% confi-
dence intervals shown)

ited the number of calibration examples that could
be provided. Only up to two per rating category
could be provided when using a detailed rubric, and
only up to one per rating category when requiring
rationales.

As seen in Figure 4, these strategies contributed
substantial lift in performance when not providing
calibration examples, but when at least one cali-
bration example per rating category was provided,
these techniques contributed negligible benefit.

3.3 Experiment 3: Fairness

Ensuring that raters do not show systematic bias
that can affect scoring accuracy due to background
characteristics of test-takers, such as gender or L1,
is an important step in rater analysis with human
raters (Jin and Eckes, 2022). This is also a needed
step in developing AWE systems. To investigate
the extent to which GPT-4’s ratings are fair, we
evaluated its performance for each gender and each
of the L1 languages in the dataset.

To maximize statistical power and ensure that the
analysis is not biased by a single human rater, we
used all essays rated by any one of the raters or re-
searchers in our dataset, except the 180 essays that
were double-rated by the two researchers, which
were reserved for calibration examples. The result-
ing dataset included 2,457 essays, roughly equally
distributed among both genders and all L1s.

We found no significant differences in perfor-
mance by gender, and while GPT-4’s ratings were
slightly positively biased compared to human rat-
ings overall (by about +0.15 CEFR levels), this bias
did not vary significantly by any gender or L1 (p >
0.10).

However, we did find that GPT-4 had less agree-
ment with human ratings for essays written by L1
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Figure 5: GPT-4 QWK by test-taker L1

speakers of some languages compared to others:
QWK was lowest for L1 speakers of Telugu (tel) at
0.66 and highest for L1 speakers of Spanish (spa) at
0.89. A more detailed analysis showed that some of
the differences in agreement by L1 was explained
by differences in the distribution of human ratings
for those L1s. The standard deviation of human
ratings by L1 ranged from 1.04 for Telugu (tel) to
1.56 for Arabic (ara). Those L1s with narrower
distributions of human ratings had a greater propor-
tion of essays rated in categories for which GPT-4
had lower rates of agreement overall, such as B2,
and thus brought down the QWK for those L1s.

We assume that the differences in the distribution
of human ratings by L1 reflect systematic errors
in the CEFR classifier used in sampling (see Sec-
tion 2) and possibly differences in our underlying
test-taker population. Thus we controlled for these
distribution differences by recomputing QWK for
each L1 using importance sampling so that all L1s
would have the same effective distribution of hu-
man ratings. The results are shown in Figure 5.
Even after the importance sampling correction is
applied, GPT-4’s ratings agreed less with human
ratings for responses written by L1 speakers of
Mandarin Chinese (cmn), Telugu (tel), and Bengali
(ben) compared to those written by L1 speakers of
Spanish (spa). It is possible that essays of some
L1s are harder to distinguish and thus have less
reliable human ratings, but our dataset does not
consist of a sufficient number of double-rated es-
says to investigate this hypothesis, so we leave this
for a future work.

4 Conclusion

We showed that unlike GPT-3.5, GPT-4 is able to
attain performance similar to conventional Auto-
mated Writing Evaluation (AWE) models when
rating short L2 essays. GPT-4 only required one
calibration example per rating category to achieve

near optimal performance, but other prompt engi-
neering techniques we tried were not very helpful.
Furthermore, when assessing fairness with respect
to the test-taker’s gender or L1, we found that while
GPT-4 did not show bias in favor of any one group,
it showed significantly less agreement with human
ratings for some L1s. It is unclear whether this is
due to the reliability of GPT-4 or that of the human
ratings themselves. More research is needed to un-
derstand this discrepancy and its implications for
fairness. Future research may also explore other
prompt engineering strategies for improving GPT-
4’s performance at this task, or potentially fine-
tuning GPT-3.5, enabling one to leverage dramati-
cally more training data than what can be provided
in a prompt. Perhaps most excitingly, future work
may explore GPT-4’s potential for providing feed-
back aligned to essay scoring: a task for which
GPT-4 seems particularly well suited.
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A AWE Baseline Model Features

Here we provide a more detailed breakdown of the
features used in our AWE baseline:

• 13 cohesion features, including overlap fea-
tures and coreference counts (McNamara and
Graesser, 2012)

• 3 grammatical complexity features, includ-
ing max/mean dependency tree depth and
mean sentence length (Schwarm and Osten-
dorf, 2005)

• 7 lexical sophistication features measuring
the proportion of words at each CEFR level
(including an out-of-vocabulary category for
words that could not be found in the CEFR
dictionary) (Xia et al., 2019)

• 51 lexical and grammatical accuracy features,
measuring the error rates across a wide variety
of error types (Bryant et al., 2017)

• 4 features using n-gram models over word-
forms, lemmas, part-of-speech, and depen-
dency tags to measure differential use of vo-
cabulary and grammar across test-takers of
different proficiency levels (Attali, 2011)

• 3 length features, including number of charac-
ters, words, and sentences

• 2 lexical diversity features derived from the
Measure of Textual Diversity (MTLD) (Mc-
Carthy and Jarvis, 2010)

• 1 vocabulary control feature using n-gram
models to measure idiomatic use of vocab-
ulary

• 1 relevance feature, computed using IDF
weighted word embeddings between the
prompt and the response (Rei and Cummins,
2016)

B Scoring Rubric

Below are the criteria for each rating that were
used in the rubric provided to human raters, and
the system message prompts provided to ChatGPT
(where applicable).

C2 The response fully achieves the task require-
ments: (1) the response is clear, relevant, fully
developed, and is written in an appropriate

581

https://doi.org/10.1177/00131644211043207
https://doi.org/10.1177/00131644211043207
https://doi.org/10.1177/00131644211043207
https://books.google.com/books?id=PygQ8Gk4k4YC
https://books.google.com/books?id=PygQ8Gk4k4YC
http://arxiv.org/abs/2303.08774


style (2) the response is smoothly-flowing, co-
herent, and cohesive throughout; (3) vocabu-
lary (including collocations and idiomatic lan-
guage) is accurate, appropriate, and precise;
and (4) a wide range of grammatical structures
are flexibly used, and there are no grammat-
ical errors other than slips characteristic of
expert speakers. Does the response have an
excellent effect on the reader, such that the
writer communicates their position/describes
the image extremely effectively and in detail,
there is no strain on the reader, and a very high
level of language is used consistently through-
out?

C1 The response achieves the task requirements:
(1) the response is clear, relevant, appropri-
ately developed, and is written in an appropri-
ate style (2) the response is well-structured,
coherent, and cohesive; (3) vocabulary (in-
cluding collocations and idiomatic language)
is accurate, appropriate, and demonstrates a
broad range; and (4) a wide range of gram-
matical structures are used, and grammatical
errors are rare. Does the response have a very
good effect on the reader, such that the writer
communicates their position/describes the im-
age clearly and effectively at some length,
with a high level of language used consistently
throughout other than minor lapses which do
not impact the communicative effect?

B2 The response mostly achieves the task require-
ments: (1) the response is mostly clear, rele-
vant, developed, and written in an appropri-
ate style (2) the response is generally well-
structured, coherent, and cohesive despite oc-
casional lapses; (3) vocabulary (including col-
locations and idiomatic language) is generally
accurate and appropriate to the task; and (4)
a range of grammatical structures are used,
and grammatical errors usually do not impact
communication. Does the response have a
good effect on the reader, such that the writer
communicates their position/describes the im-
age fairly clearly and with some detail, with a
level of language that allows them to success-
fully complete the task despite inaccuracies?

B1 The response partially achieves the task require-
ments: (1) the response is not always clear, rel-
evant, developed, or written in an appropriate
style (2) the response is somewhat organized

but may lack coherence or cohesion at times;
(3) vocabulary (including collocations and id-
iomatic language) is generally clear but lim-
ited; and (4) a limited range of grammatical
structures are used with some errors which
may impact communication. Does the re-
sponse have a satisfactory effect on the reader,
such that the writer communicates their posi-
tion/describes the image despite lapses, with a
level of language that allows them to generally
complete the task despite errors?

A2 The response minimally achieves the task re-
quirements and may be somewhat off-topic
or underlength: (1) the response is limited to
simple descriptions/personal opinions and top-
ics and may be unclear, irrelevant, or written
in an inappropriate style or format (2) the re-
sponse uses some simple cohesive devices but
may be repetitive or incoherent at times; (3)
vocabulary is limited and often inaccurate or
unclear; and (4) grammar structures are ba-
sic and there are frequent errors which may
impact communication. Does the response
have a poor effect on the reader, such that the
writer communicates only basic impressions
or opinions/a basic description, with a level of
language that allows them to only minimally
complete the task despite numerous errors?

A1 The response does not achieve the task require-
ments and may be off-topic or very under-
length: (1) the response is limited to simple
personal information and does not present a
position/describe the image. Ideas are often
unclear or irrelevant. (2) the response does
not demonstrate organizational features and is
composed of isolated phrases and sentences;
(3) vocabulary is very limited, inaccurate, and
is insufficient for the task; and (4) only basic
grammatical structures are produced and er-
rors predominate. Does the response have a
very poor effect on the reader, such that the
writer does not communicate a relevant po-
sition/adequately describe the image, with a
level of language that does not allow them to
successfully complete the task?

No-Response There is no response, it is very min-
imal, or the test-taker indicates that they can-
not answer the question (e.g., “I don’t under-
stand”, “Sorry my English is bad”, etc.).
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Nonsense/Off-Topic The test-taker does not re-
spond to the prompt in good faith, repeats
the prompt without responding to it, or inten-
tionally goes off-task in an attempt to “trick”
the system (e.g., by writing random words,
writing in a non-English language, writing
random strings of letters, or giving a memo-
rized off-topic response).

C GPT Prompts

The wording and design of the prompts provided to
GPT can affect its performance. In this appendix,
we provide the exact details of each prompt we
used.

For our purposes, there are two components to
the GPT prompts: the system message and the con-
versation turns. The system message tells ChatGPT
the role it is playing in the conversation, and helps
set its behavior during the interaction. For the sys-
tem messages, we used two different messages,
depending on whether the rubric was provided or
not.

When providing a minimal rubric to GPT with-
out asking for a rationale, we used the following
message:

You are a rater for writing responses on
a high-stakes English language exam
for second language learners. You

will be provided with a prompt and
the test-taker’s response.

Ratings are based on the CEFR scale.
Each rating should be one of the
following: [A1], [A2], [B1], [B2], [
C1], [C2], [Nonsense/Off-Topic], or
[No-Response].

You should assign a [No-Response] rating
if:

- There is no response to assess.
- There is no or very minimal response.
- The test-taker indicates they cannot

answer the question (e.g., I don’t
understand, Sorry my English is bad,
etc.).

You should assign a [Nonsense/Off-Topic]
rating if:

- The test-taker is not responsive to
the prompt in good faith:

- The test-taker repeats the prompt but
does not respond to it.

- The test-taker intentionally goes off-
task in some way to ’trick’ the
system, e.g., by writing random
words, writing in a non-English
language, writing random strings of
letters, or giving a memorized off-
topic response.

You should reply to each response with
just your rating: do not explain or
justify it.

When the rubric was provided to GPT, we used
the message below, which adds the descriptions for
each CEFR level. We used the same descriptions
as defined in Appendix B, so we elide them here,
replacing them with a comment between angled
brackets <>, for brevity.
You are a rater for writing responses on

a high-stakes English language exam
for second language learners. You

will be provided with a prompt and
the test-taker’s response.

Ratings are based on the CEFR scale.
Each rating should be one of the
following: [A1], [A2], [B1], [B2], [
C1], [C2], [Nonsense/Off-Topic], or
[No-Response].

Scoring Criteria:

For each CEFR rating, there is a
description which addresses relevant
aspects of language related Content,
Discourse, Vocabulary, and Grammar.
When assigning a score, the overall
holistic impression should be

considered it is not necessary for
a test=taker to achieve all of the
positive characteristics of a grade
as long as overall the descriptor is
the best match.

Rating: [C2]
Description: <See description in

Appendix A above>

<Repeated for ratings C1 - A1>

You should assign a [No-Response] rating
if:

- There is no response to assess.
- There is no or very minimal response.
- The test-taker indicates they cannot

answer the question (e.g., I don’t
understand, Sorry my English is bad,
etc.).

You should assign a [Nonsense/Off-Topic]
rating if:

- The test-taker is not responsive to
the prompt in good faith:

- The test-taker repeats the prompt but
does not respond to it.

- The test-taker intentionally goes off-
task in some way to ’trick’ the
system, e.g., by writing random
words, writing in a non-English
language, writing random strings of
letters, or giving a memorized off-
topic response.

You should reply to each response with
just your rating: do not explain or
justify it.

583



In both cases, we explicitly instructed GPT not
to explain or justify its responses, to ensure that a
definitive rating that could be parsed and used in
the evaluation would be provided. When we exper-
imented with requesting rationales as described in
Experiment 2, we replaced the last line with the
following:
You should reply to each response with

your rationale and rating in the
following format:

Rationale: <<<Your rationale here.>>>

Rating: [<<<Your rating here.>>>]

The conversation turns were used to provide
GPT with the essay to be rated, and to elicit a rating.
It was also used to provide GPT with calibration
examples, when applicable. In both cases, we used
the same format.

The user message provides the essay prompt
and the test-taker’s response. As recommended by
OpenAI, both are surrounded in triple-quotes.
Prompt: """
<Essay prompt placed here.>
"""

Response: """
<Essay response placed here.>
"""

The assistant response message following
each user message would simply contain the
rating in square brackets (e.g., [B2] or
[Nonsense/Off-Topic]). In most cases,
GPT would prefix its response with Rating:,
which we simply dropped.

584


