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Abstract

Creating high-quality multiple-choice items re-
quires careful attention to several factors, in-
cluding ensuring that there is only one cor-
rect option, that options are independent of
each other, that there is no overlap between
options, and that each option is plausible. This
attention is reflected in the explanations pro-
vided by human item-writers for each option.
This study aimed to compare the creation of
explanations of multiple-choice item options
for reading comprehension by ChatGPT with
those created by humans. We used two context-
dependent multiple-choice item sets created
based on Evidence-Centered Design. Results
indicate that ChatGPT is capable of producing
explanations with different type of information
that are comparable to those created by humans.
So that humans could benefit from additional
information given to enhance their explanations.
We conclude that ChatGPT ability to generate
explanations for multiple-choice item options
in reading comprehension tests is comparable
to that of humans.

1 Introduction

Chatbots are used in education because they
“promise to have a significant positive impact on
learning success and student satisfaction” and “are
promising tools to provide continuing feedback
to lecturers and students” (Winkler and Sollner,
2018). According to Wollny et al. (2021), chat-
bots have been utilized in education to support
learning and teaching, enhance services offered
by educational institutions, promote well-being,
and offer feedback and motivation. However, their
use in assisting with the development of evaluation
items, whether formative or summative, has not
been widely explored.

The process of providing explanations for
multiple-choice items can be more time-consuming
and labor-intensive than constructing the item itself.
This often results in the creation of numerous items

that lack explanations. Despite this, it is important
to note that an item accompanied by explanations
is significantly more versatile and useful than one
without. Furthermore, the process of constructing
explanations can reveal issues with the items that
may not have been immediately apparent. As such,
the implementation of a tool to assist item con-
structors in developing explanations could greatly
enhance both the quantity and quality of items pro-
duced. Recent advancements in language models,
such as ChatGPT, which have been trained on large
amounts of text, show promise in their ability to
assist with this task. This paper aims to investi-
gate the efficacy of these models in comparison to
explanations generated by humans.

2 Background

2.1 Explanations in multiple-choice items

Haladyna et al. (2002) proposed 31 multiple-choice
item-writing guidelines focused on classroom as-
sessment, but it can be applied to items used in
other circumstances. They grouped these guide-
lines in five categories: Content concerns, Format-
ting concerns, Style concerns, Writing the stem,
and Writing the choices. The last category is the
most extensive one with 14 aspects, and in it, there
are three aspects that are directly related to the ex-
planation of the options: “Make sure that only one
of these choices is the right answer”, “Keep choices
independent”’; choices should not be overlapping,
and “Make all distractors plausible”. The provision
of detailed explanations for each option is crucial
in ensuring that only one option is unequivocally
correct, while the remaining options contain inac-
curate information that may appear plausible at first
glance. On the other hand, they can be considered
as a type of feedback (see Hattie, 2012, chap. 7)
for students who require it, since the explanation
for each option should include the reason why it is
either correct or incorrect.
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2.2  Evaluar para Avanzar

In Colombia, in 2020, the formative evaluation
strategy called Evaluar para Avanzar' (EpA) was
created by the Ministry of Education (MEN) and
the ICFES (Colombian Institute for the Evaluation
of Education). The aim of this strategy is to face
the challenges of the COVID-19 pandemic by con-
tributing to the classroom evaluations for students
in grades 3 through 11 by means of complementary
diagnostic instruments to the standardized tests.
The assessment consists of two booklets per grade
level for each academic year, each containing 20
items. For this study we selected the areas of Read-
ing and Critical Reading for 5°, 9°, and 11° grades
(see section 3.1). These selections correspond to
the years 2021 and 2022 and were chosen because
they contained only text-based items (MEN, 2006).

The framework used by ICFES to write these
items is Evidence-Centered Design (ECD) (Mis-
levy et al., 2003, 2017). This means that the EpA
items show information about the claims and ev-
idences in the items. In this case, this type of in-
formation is the same as the Saber? standardized
tests. The multiple-choice items in Saber 3°, 5°,
7°, and 9° have three claims>: (i) retrieve literal
information expressed in fragments of the text, (ii)
understand the local and global meaning of the
text through inferences of implicit information, (iii)
take a critical stance on the text by evaluating its
form and content (Jurado and Rodriguez, 2020).

An example for the first claim (i) is item 1 of
the 2022 grade 5 booklet, which reads as follows:
Segiin el texto, ;en qué momento ocurre la historia?
[According to the text, when does the story take
place?]

A. Ocurre en este instante.
now.|

[It happens right

*B. Ocurri6 en un tiempo lejano. [It happened in
a distant time.]

C. Ocurri6 hace poco. [It happened recently.]
D. Ocurrira luego. [It will happen later.]

The test-taker must locate explicit information
related to time that allows them to know when the

"https://www2.icfes.gov.co/en/caja-d
e-herramientasl

ttps://www.icfes.gov.co/es/web/qgues
t/evaluaciones

31t is a statement we’d like to be able to make about what
a student knows or can do on the basis of observations in an
assessment setting (Mislevy et al., 2003).

events described in the story occurred. The context
begins with the expression “A long time ago...”,
indicating that the events being described occurred
in the distant past. The example in Table 2 is related
to claim (ii), since the test-taker must deduce the
meaning of a certain expression according to the
given context.

In the case of Saber 11°, it also has three claims:
(i) identify and understand the local contents that
make up a text, (ii) understand how the parts of a
text are articulated to give it a global meaning, (iii)
reflect from a text and evaluate its content (Donoso,
2021). Therefore, each item contains the follow-
ing information: a claim, an evidence, correct and
incorrect options, as well as explanations for both
the correct and incorrect options.

Regarding the difficulty of the items, they can
be ranked in the following way: the items in the
first claim would be easy, as they require retrieving
explicit information from the contexts; the items
in the second claim would be intermediate, as they
require making inferences based on the information
from the contexts; and finally, the items in the third
claim would be difficult, as they require evaluating
the information from the contexts.

2.3 ChatGPT on items and related

In November 2022, OpenAl released ChatGPT,
which is a general-purpose language model
“trained to follow an instruction in a prompt and
provide a detailed response™. This tool can write
texts that are human-like and, at the same time, can
“understand” the instructions it receives in some
natural languages such as Spanish. So anyone,
classroom teachers, learners and/or test develop-
ers, can use this artificial intelligence by creating
an account at https://chat.openai.com/.
Then all we have to do is ask questions and wait
for this tool to generate answers and explanations,
as simple as having a conversation. This methodol-
ogy has been employed by researchers who have
tasked ChatGPT with answering test items in or-
der to evaluate its performance. Some examples
come from areas such as law (Choi et al., 2023),
medicine (Sarraju et al., 2023; Gilson et al., 2023;
Kung et al., 2023; Fijacko et al., 2023), among
others (Guo et al., 2023; OpenAl, 2023).

Choi et al. (2023) used ChatGPT to produce an-
swers to multiple choice and essay questions of
four separate final exams for law school courses:

*https://openai.com/blog/chatgpt
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Constitutional Law; Federalism and Separation
of Powers; Employee Benefits and Taxation; and
Torts. The Al-generated answers were shuffled
with student exams and graded blindly by three
professors. They concluded that ChatGPT passed
all exams and performed better on the essay com-
ponents than on the multiple choice. Sarraju et al.
(2023) created 25 open-ended questions addressing
fundamental preventive concepts related to Car-
diovascular Disease Prevention. Each question
was given to ChatGPT 3 times and the responses
were recorded. Then 3 reviewers graded each set
of responses as “appropriate”, “inappropriate” or
“unreliable”. ChatGPT gave 21 appropriate and
4 inappropriate answers. The authors observed
great potential for interactive Al to assist clinical
workflows (increased patient education and ease
of patient-clinician communication), but these ap-
proaches must be further explored. Fijacko et al.
(2023) given to ChatGPT 96 stand-alone and 30
scenario-based questions related to life support ex-
ams (BLS and ACLS). The authors concluded that
although ChatGPT did not pass any of these exams,
it has the potential to be a valuable resource for
studying and preparing for life support exams.

In addition to evaluating the performance of
ChatGPT, some studies have also assessed the
explanations generated for its responses to test
items. Our research aims to replicate this approach.
Gilson et al. (2023) and Kung et al. (2023) analyzed
the response explanations for user interpretability
of the United States Medical Licensing Examina-
tion exams. The authors demonstrated that Chat-
GPT attained a score that is comparable to that of a
third-year medical student and that its performance
was either at or near the passing threshold for all
the exams. Finally, Guo et al. (2023) evaluated,
among other aspects, the answers created by Chat-
GPT with nearly 40K questions written in English
and Chinese, and their corresponding answers cre-
ated by human experts, creating the Human Chat-
GPT Comparison Corpus (HC3) dataset, coming
from domains such as computer science, finance,
medicine, law, psychology), and open-domain. The
authors conclude that it is easier to distinguish the
content generated by ChatGPT when an answer is
provided for comparison than when the answer is
provided alone and that those answers are consid-
ered more useful than those of humans.

Our objective is to compare the explanations
generated by ChatGPT in Spanish for multiple-

choice reading comprehension items with those
created by human item-writers (hereafter referred
to as ‘humans’). As Guo et al. (2023, p. 2), we
also want to know if ChatGPT can be “honest (not
fabricate information or mislead the user), harmless
(shouldn’t generate harmful or offensive content),
and helpful (provide concrete and correct [item
explanations])” to the humans.

We also want to evaluate whether ChatGPT can
classify these items into one of the three claims
used to build EpA, which are based on ECD.

In a similar way to the works of Gilson et al.
(2023) and Kung et al. (2023), our work aims to
provide qualitative and quantitative feedback on
the performance of ChatGPT and assess its po-
tential to help classroom teachers, learners, and
test developers. To the best of our knowledge, no
existing research has compared the explanations
generated by ChatGPT with those created by hu-
mans for multiple-choice reading comprehension
items. Given that our items span multiple school
grades and text types in Spanish, we believe that
this presents a unique and challenging opportunity
to evaluate the capabilities of ChatGPT.

The rest of the paper is organized as follows. In
Section 3 we provide a detailed description of the
method and data used. In Section 4 we present and
discuss the main results. Finally, in Section 5 we
provide some conclusions and perspectives.

3 Methods
3.1 Data

The data consists of a set of human-writen tex-
tual explanations for each of the item options from
grades 5°, 9°, and 11° of the years 2021-2 and 2022-
1 of EpA strategy respectively. We supplied Chat-
GPT with the context associated with the items
and prompted it using natural language to generate
responses and explanations for the corresponding
items and options. The motivation for choosing
these school grades is twofold: same grade level
and consecutive booklets, but from different years,
and each grade is the completion of a cycle in the
Colombian educational system. In 5°, basic pri-
mary education is completed; in 9°, secondary ba-
sic education is completed, and in 11°, secondary
education is completed. The latter is the one that
allows a student to enter higher education.

Each grade level is accompanied by a book-
let containing 20 items, which are organized into
context-dependent groups of either 3 or 5 items per
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context. Items that depend on an image context
have been discarded, as ChatGPT does not support
this particular format. Table 1 shows the differ-
ent school grades, the types of contexts, the length
of each context, and the respective assigned items.
Thus, there are 46 items in 2021, and 42 in 2022,
making a total of 88 items. Items grouped by claim
(i.e., difficulty), year, and grade, according to ECD
proposed by ICFES, are below. The underlined
items were subsequently discarded due to the fact
that the responses provided by ChatGPT did not
align with the established answers in the booklets.

e 2021,5% claim 1: 1,2,4,8, 12; claim 2: 6, 9,
13, 15; claim 3: 3,5,7, 10, 11, 14.

e 2021, 9°% claim 1: 7, 10, 11, 12; claim 2: 8, 9,
13, 15, 18; claim 3: 6, 14, 16, 17, 19, 20.

* 2021, 11°: claim I: 8, 14, 16, 19; claim 2: 1,
2,3,6, 13, 18, 20; claim 3: 4,5,7, 15, 17.

¢ 2022,5% claim 1: 1,2,5,9, 17; claim 2: 3, 4,
6, 10, 11, 12, 18; claim 3: 7, 8, 19, 20.

¢ 2022,9% claim 1: 1, 2,4, 11; claim 2: 3, 5,
12, 13, 14; claim 3: 15.

e 2022,11° claim I: 2,3, 13, 18; claim 2: 8, 9,
10, 15, 16, 17, 19; claim 3: 1, 11, 12, 14, 20.

3.2 Data Extraction

As the booklets with the contexts and items are
public and available in PDF files, we manually
copied each context and its respective items, and
pasted them into a plain text file. Subsequently,
we checked that the texts matched, since some-
times the texts copied from the PDF file pasted
with errors in some characters. Afterwards, the
explanation for each incorrect option was manually
extracted, since these explanations were grouped
together in a single paragraph. When the paragraph
began with the following statement: “The options
X, Y, and Z are not correct, because...” (where X,
Y, and Z represent the incorrect options), that part
was added to each of the explanations of the three
options. The motivation behind this was to expand
the explanation created by humans to compare each
of these explanations with its corresponding one
created by ChatGPT. Finally, this same informa-
tion was pasted back into a spreadsheet’, where the

Shttps://docs.google.com/spreadsheets

/d/1CTXEInOdT-4xzUYrwZ2ZJIJDPMe—-XnyvAHivYgP
xG4e]jCY/edit?usp=sharing

information created by ChatGPT was also added.

As to ChatGPT, we collected explanations for
each option between December 2022 and January
2023. In those months, ChatGPT was only avail-
able through its website, so we collected the infor-
mation as follows:

1. The item context is copied and pasted into
the input box, and the explanation given was
omitted. We used a chat session for each con-
text and its respective items so that the Chat-
GPT memory retention function only takes
into account context-related and item-related
information. This was done because, like hu-
mans, when constructing items, they take into
account what has been said in the context and
in the other items in order to fulfill what Hala-
dyna et al. (2002) have outlined.

2. The first multiple-choice item is copied and
pasted into the input box. The answer and the
explanation are saved.

3. ChatGPT is asked the following: “In which
of the following categories would the above
question be classified?”, where the categories
are the claims used to build EpA. The answer
and the explanation are saved.

4. Step 2 is performed again® to subsequently
ask ChatGPT the following: “Why is option
X incorrect?”’, where X corresponds to each
of the incorrect options of the respective item.

5. The next multiple-choice item is copied and
pasted into the input box. The answer and the
explanation are saved.

3.3 Comparing explanations

Given that the explanations authored by humans
have been publicly available since 2021, no exper-
iment was conducted to ascertain which explana-
tion - human-authored or ChatGPT-generated - was
deemed more suitable by teachers or other indi-
viduals. Instead, for each pair of explanations per
option for the items, a manual review was carried
out to identify the differences and similarities be-
tween them as long as ChatGPT selects the correct
option (the key) according to the one established in

®This step must be done again because ChatGPT is sus-
ceptible to the immediately preceding text, so if asked why X
option is incorrect, its response will be based on the question
of the three categories. ChatGPT again selected the same
option for each item.
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2021-2 2022-1
Gr Text Type Words Items Total Gr Text Type Words Items Total
5  expository 274 1-5 5 narrative 296 1-4
5  narrative 337 6-10 15 5  descriptive 311 5-8 16
5  expository 344 11-15 5  expository 225 9-12
9  narrative 373 6-11 5  expository 203 17-20
9  descriptive 108 12-15 15 9  narrative 208 1-5 10
9  descriptive 291 16-20 9  narrative 269 11-15
11  expository 392 1-4 11 narrative 490 1-3
11 argumentative 180 5-8 16 11 argumentative 264 8-11 16
11 narrative 143 13-16 11 argumentative 302 12-16
11 narrative 420 17-20 11 argumentative 512 17-20
46 42

Table 1: Types of (con)texts by grade and year, length of each (con)text, and their respective assigned items. Gr

stand for the school grade.

the booklet. The review was performed by the first
author of this study, a linguist and native Spanish
speaker with experience in writing reading compre-
hension items for national tests in Colombia.

This review involves a comparative analysis of
each pair of explanations associated with each item
option, irrespective of whether the option is correct
or incorrect. To do that, six colored tags have been
created to annotate the differences and similarities
between the explanations. The explanations of the
underlined items above were not compared because
the answer given by ChatGPT did not match with
that established in the booklets. The first tag, de-
noted as MIC and colored red, highlights text pas-
sages that explain the respective option and where
there is agreement between humans and ChatGPT
- that is, the passages convey the same meaning
despite being phrased differently.

The second tag (AIl) is colored green. This text
has been created by humans and it is generally
used to refer to part or all of the context expanding
its explanation or providing additional information
(such as the function of words, punctuation marks,
or titles in a text). The meaning of this text does
not have a match with any part of the explanation
created by ChatGPT.

The third tag (AIC) is colored blue. This text
has been created by ChatGPT and it is generally
used to refer to part or all of the context expanding
its explanation or providing additional information
(such as the function of words, punctuation marks,
or titles in a text). The meaning of this text does
not have a match with any part of the explanation
created by humans.

The fourth tag (EIC) is colored gray, where the
texts highlighted intend to expand the explanations
by making use of or referring to some part of the
Context. In this texts, humans and ChatGPT have
matched, that is, they have the same meaning al-
though written differently.

The fifth tag (CI) is colored brown. This text
has been created by humans to close the option
explanation in an individually or generally (when
it is the last option) way. One way to identify the
closure is by using connectors such as therefore,
thus, or so (por lo tanto or por tanto in Spanish).

The sixth tag (CC) is colored fuchsia. This text
has been created by ChatGPT to close the option
explanation. In the case of ChatGPT, it adds or
repeats the reason why the option is (in)correct, but
with other words. One way to identify the closure
is by using connectors such as therefore, thus, or
so (por lo tanto or por tanto in Spanish).

Table 2 shows an example of the explanations
labeled by option from their comparison for item 6
of grade 5 of 2022-1 including a Venn diagram for
visualizing color tags.

4 Results and Discussion

We utilized a traditional test approach of simply
presenting the item to ChatGPT. Out of the total 88
items, ChatGPT answered 78 correctly, resulting
in the exclusion of 10 items. Table 3 shows the
average length of explanations in number of words
per color tag for correct and incorrect answers, by
school grade, and by humans and ChatGPT. It also
includes effect sizes and p-values of the differences.

An analysis of the common information pro-
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What does the author refer to when using the word “wonders” in the last paragraph of the text?

A. That the tools were very old.

. . . Human ChatGPT
*B. To the ability of hunters to build effective tools.
C. To the ease with which hunters caught mastodons. 4 * explanation
D. That the tools were very beautiful. content
functional
content
Human explanation ChatGPT explanation

A. The attribution of wonders is not given to the
tools for their antiquity. The value is given to
the ability of the hunters and the effectiveness
of the tools, for this reason, the options A, C
and D are not valid.

The option A, “That the tools were ’very old”,
is incorrect as an answer to the item ... In the
last paragraph of the text, the author mentions
that ... These tools were “wonders”, suggest-
ing they were very good or effective ... In-
stead, the option A suggests that the tools were
very old, which ... Therefore, the option A is
incorrect as an answer to the item.

*B. In this case, the item requires students to de-
duce what the text attributes the character of
“wonders” in the text, according to the state-
ment ...that appears at the end of the news.
The semantic feature of wonders does not re-
fer only to the tools but also to the ability of
hunters to build effective tools, therefore, the

correct option is B.

The author refers to the ability of hunters to
build effective tools when using the word “won-
ders” in the last paragraph of the text. In the
last paragraph of the text, the author mentions
that ... These tools were “wonders”, suggest-
ing that they were very good or effective ...

Therefore, it is possible to infer that the author
uses the word “wonders” ...

C. The attribution of wonders is not given to the
tools for the ease with which hunters caught
mastodons. The value is given to the ability of
the hunters and the effectiveness of the tools,
for this reason, the options A, C y D are not
valid.

The option C, “To the ease with which hunters
caught mastodons”, is incorrect as an answer
to the item ... In the last paragraph of the text,
the author mentions that ... These tools were
“wonders”, suggesting that they were very good
or effective ... Instead, the option C suggests
that hunters caught mastodons easily, which
... Therefore, the option C is incorrect as an
answer to the item.

D. The attribution of wonders is not given to the
tools because the tools were beautiful. The
value is given to the ability of the hunters and
the effectiveness of the tools, therefore, the
options A, C y D are not valid.

The option D, “That the tools were very beau-
tiful”, is incorrect as an answer ... In the last
paragraph of the text, the author mentions that

These tools were “wonders”, suggesting
that they were very good or effective ... In-
stead, the option D suggests that the tools were
very beautiful, which ... Therefore, the option
D is incorrect as an answer to the item.

Table 2: Tagging example of the explanations for item 6 of 5th grade in 2022-1 (texts translated from Spanish).

vided in explanations by humans and ChatGPT
(MIC and EIC tags) reveals that ChatGPT’s writ-
ing tends to be more verbose than that of humans
in all scenarios except for 9th grade in the MIC
tag. The test results presented in the penultimate
row of Table 3 indicate a significant difference in

the length of prose between humans and ChatGPT
when expressing the same content. However, the
effect size of this difference is small. With respect
to these differences in additional explanations (last
row), ChatGPT texts are considerably larger than
those of humans, exhibiting a large effect size.
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The length of the explanations can be attributed
to two factors: firstly, humans tend to be direct in
their responses and may not offer additional infor-
mation, as evident from the minimal or non-existent
explanations provided by 9th and 11th grades for
the AIl tag. Furthermore, the results for the CI
tag suggest that humans do not provide closure ex-
planations. Secondly, ChatGPT explanations tend
to be longer due to various factors, such as repeti-
tion the option, quoting fragments of the context,
reiterating the status of the option (correct or incor-
rect) or all of the above. Thus, ChatGPT performed
information expansion for almost half of the expla-
nations (as seen in the AIC tag) and added a closure
for one-fifth of the explanations.

When comparing the length of explanations for
correct vs. incorrect options the only significant
differences were observed in All, AIC and CI tags.
This let us conclude that humans prefer to provide
additional explanations to correct options, while
ChatGTP does it to incorrect options, both with
a medium effect size in the difference of their re-
spective preferences. Similarly, for the functional
content, humans preserve such preference, while
ChatGTP do the same but not significantly.

When comparing the length of explanations for
correct versus incorrect options, significant differ-
ences were observed only in the AIl, AIC, and
CI tags. This allows us to conclude that humans
prefer to provide additional explanations for cor-
rect options, while ChatGPT does so for incorrect
options, both with a medium effect size in the dif-
ference of their respective preferences. Similarly,
for functional content, humans maintain this prefer-
ence, while ChatGPT does the same but not signifi-
cantly. More importantly, both humans and Chat-
GPT agree on not having differences in the length
of the main common explanations for correct or
incorrect options.

Another important factor is the ability of Chat-
GTP of identifying the correct option. Among the
31 items to grade 5, ChatGPT fails to provide a
correct answer for item 20 in the 2022 dataset. In
its explanation for the four options, ChatGPT notes
that “There has been no mention of option X being
wrong at any point”, and gives an explanation for
each option. Although ChatGPT did not choose the
correct option for this item, its explanations were
compared to determine their accuracy. ChatGPT
considered that each incorrect option (distractor)
could be correct. However, upon comparing these

explanations to those created by humans, it was
determined that ChatGPT’s explanations were in-
correct. A more extensive discussion of these re-
sults exceeds the scope of this paper and is left for
future research as the information is available in
the spreadsheet. As a result, this item was deemed
invalid and excluded from the analysis.

For the remaining 30 items, it can be seen that
the explanation given by humans and ChatGPT
have matched in the meaning, but with different
words (MIC). Regarding the tags AIl and AIC, it
is evident that AIC is more commonly used. This
suggests that ChatGPT often includes additional
information to provide a more comprehensive ex-
planation, based on either a specific portion or the
entire context. Something similar occurs with the
CI and CC tags, where the latter occurs slightly
more frequently than the former. It is evident that
approximately one-third of the explanations for
the correct options have a concluding statement
provided by both humans and ChatGPT. Finally,
regarding the EIC label, humans and ChatGPT ex-
planations rarely coincide and expand by referenc-
ing parts of the context. Similar to the previous
findings, the comparison of explanations by grade,
tag, and correctness reveals that ChatGPT tends
to provide more information than humans, albeit
not uniformly for all options. Another factor in
which ChatGPT may fail is its inability to affirm
that other options are incorrect, even when it has
correctly chosen the correct option. In item 14 of
grade 5 from 2021, ChatGPT indicates that “Op-
tion A is not incorrect” and provides an explanation
to support this assertion.

Among the 25 items to grade 9, ChatGPT fails
to provide a correct answer for item 15 in the 2021
and item 1 in the 2022. Regarding item 15, Chat-
GPT selected option B, which is incorrect. This
may be because ChatGPT omitted or confused
some words. The text states that “Simone reflects
on her own life as a woman and after this reflection,
publishes the book The Second Sex”, but as the hu-
man who built this item says in his/her explanation:
“[said quote] is not a reflection on sex”. Regard-
ing item 1, ChatGPT did not select any of the four
options as correct and in its explanations it stated
that the word whose meaning is contrary to the
word “illegal” is “legal”, thus omitting the correct
option: “allowed”. This may be because ChatGPT
discarded the presented context in which the word
“allowed” (permitidas) fits as the semantic opposite
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Explanation content

Functional content

Human ChatGPT Human ChatGPT

Grade Option All MIC  MIC AIC CI EIC EIC CcC
5° correct 10(17) 38(22) 46(22) 39(28) 3(5) 1(3) 2(6) 7(10)
5° incorrect 4(11) 37(14) 46(21) 4334) 13) 13) 63 9(11)
9° correct 2(7) 59(22) 56(25) 2024) 000) 1(7) 3(14) 17(23)
9° incorrect 0(0) 62(16) 54(18) 23(28) 08) 00) 0(0) 1009)
11° correct 1(3) 48(23) 62(28) 15(21) 0(0) 3(10) 3(12) 18(13)
11° incorrect 3(9) 51(15) 53(24) 34125 03) 13 15 9(10)
average correct 5(12) 48(24) 54(25) 251227) 13) 2(7) 3(11) 13(16)
average incorrect 3(9) 49(18) 51(21) 34(30) 02) 02) 03 9(10)
Effect size correct vs. incorrectt 0.456  0.547 0.460 0.577 0.463 0.481 0.481 0.483
p-value 0.034 0.222 0.291 0.039 0.017 0.126 0.120  0.089
average both 3(10) 49(20) 52(22) 32(30) 13) 1@ 1(6) 10(12)

Effect size of diff. [p-value]{¥

Effect size of diff. [p-value]{¥ I

0.111 [0.047]
—0.717 [<.001]

0.170 [0.004]
0.642 [<.001]

TEffect size for Wilcoxon test calculated as

TiEffect sixe for Mann-Whitney test calculated as

_Z_

VN
U

niy Xng

Table 3: Average (STD) number of words per color tag (significant differences having p < 0.05 showed in

boldface).

of the word “illegal”. In item 20 of grade 9 of 2021,
ChatGPT states for options A and C that “There is
not enough information in the text to determine if
the option .. .1s incorrect or not. The text does not
explicitly mention who it is intended for”.

Among the 36 items to grade 11, ChatGPT fails
to provide a correct answer for 5 items of 2021 (1,
14,16, 17, 20) and 2 items of 2022 (12, 20). In item
1, ChatGPT selected option A, which is incorrect.
This option asserts that the argumentative relation-
ship between the two presented statements is one
of premise and evidence, while the correct option
provided by the human is D, which asserts that
the relationship is conjecture and counterevidence.
Regarding the remaining items, items 14 and 16
belong to the same context, and their responses
are derived from the same fragment. Furthermore,
these items ask for information that is explicit in
the text (claim 1), making it uncommon for Chat-
GPT to provide incorrect answers. Similarly, items
17 and 20 are associated with the same context (but
different from before), although their answers are
derived from different fragments, and they pertain
to different claims (2 and 3, respectively). In gen-
eral terms, ChatGPT could have provided incorrect
responses, but the comparison of these types of
explanations precisely calls for a more in-depth
analysis, which falls outside the scope of this work.

In three items of the grade 11, ChatGPT correctly

identified the correct option but did not provide a
conclusive explanation for why the other options
were incorrect. In item 13 of 2021, ChatGPT in-
dicates that “Option X is not incorrect” and adds
that “this option does seem to be a reason for the
character’s feeling of unease”. This type of expla-
nation may be due to the format of the question,
which uses a negation structure: “Which NOT”.
For items 10 and 11 of 2022, which are based on
a fragment of HAMLET’S MONOLOGUE, Chat-
GPT provided explanations that diverged from the
expected pattern. For item 10, ChatGPT stated that
both options A and C ““is not incorrect, but rather
one of the options that can adequately describe the
above text”. The explanation then goes on to clar-
ify why the adjective “philosophical” (option A)
or “poetic” (option C) would be a better fit for the
fragment. In item 11, something similar to item
13 of 2021 occurs, where ChatGPT selected the
correct option, but regarding the incorrect options,
it indicated that ““it is not incorrect, but rather it
is a statement that Hamlet mentions and reflects
on in his monologue”. The question for this item
also had the “Which NOT” structure: “Based on
the above text, which of the following statements
would Hamlet NOT agree with?”. It is worth not-
ing that in ChatGPT’s explanation for the correct
option, it also states that options A, B, and D are
incorrect, since it states: ‘“The other statements
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(A, B and D) do seem to agree with the content
of Hamlet’s monologue”. Given the above, only
the explanation for the correct option was com-
pared, while the explanations for the remaining
incorrect options were not evaluated. Due to space
constraints, we cannot fully explore the analysis of
these differences in this study.

Regarding the classification of the items in
the three claims, ChatGPT correctly classified 49
(55.68 %) items into the three claims. Below are
the items that were classified in a wrong claim.

e 2021, 5% claim I: 6, 11, 15; claim 2: 3,5, 7,
10.

* 2021, 9°% claim I: 6, 8, 9, 14, 15, 16; claim 2:
19, 20.

e 2021, 11° claim I: 4, 6, 13; claim 3: 2, 3, 18.

* 2022, 5% claim 1: 3,4,7, 11, 12; claim 2: 8§,
19.

e 2022, 9% claim 1: 12, 15; claim 3: 13.

* 2022, 11°: claim I: 8, 10, 14, 17; claim 2: 1,
11, 12, 20.

Among the items of the grade 5, 14 were classi-
fied incorrectly. Items 3, 5, 7, 10, 18, and 19 were
reclassified from claim 3 to claim 2, while items 3,
4,6, 11, 12, and 15 were reclassified from claim
2 to claim 1. Additionally, items 7 and 11 were
reclassified from claim 3 to claim 1. Something
similar occurs with grades 9 and 11, where in the
former 11 items were misclassified, while in the
latter 14 items were misclassified. We hypothe-
size that ChatGPT misclassifies certain items from
claim 3 due to the presence of quoted expressions
from the context in the question. It appears that
ChatGPT interprets these quotes as literal text and
consequently categorizes them under claim 1, but
we are unable to delve further into the analysis of
this classification by ChatGPT in this study and
further investigation is needed.

5 Conclusion and Future Work

This study provides insights into the creation of
explanations for multiple-choice item options in
reading comprehension tests with the assistance of
Al. By comparing explanations generated by Chat-
GPT with those created by humans, our analysis
indicates that ChatGPT can produce explanations
that could be considered equivalent and possibly

better than those created by humans, with poten-
tial benefits for both humans and language models.
ChatGPT can offer more detailed and specific in-
sights into the text, which can enhance the quality
of explanations provided by humans. However, our
findings also suggest that there is still room for
improvement for both humans and language mod-
els. To address these limitations, future research
could explore ways to combine the strengths of hu-
mans and language models to produce even more
accurate and informative explanations. Therefore,
ChatGPT has the potential to assist teachers and
other professionals in the creation of high-quality
assessment items through a well-designed prompt,
which can help ensure that items have a single cor-
rect answer, independent options, non-overlapping
options, and plausible options. Furthermore, Chat-
GPT ability to classify items based on ECD prin-
ciples is promising, but further research is needed.
For example, the evidences could be provided to
language models and ask them to classify each item
in one of them. Also, they could be asked to create
the options and the respective explanations based
on some kind of guidelines such as the one cited.
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