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Abstract

The ability to revise in response to feedback
is critical to students’ writing success. In the
case of argument writing in specific, identify-
ing whether an argument revision (AR) is suc-
cessful or not is a complex problem because
AR quality is dependent on the overall con-
tent of an argument. For example, adding the
same evidence sentence could strengthen or
weaken existing claims in different argument
contexts (ACs). To address this issue we de-
veloped Chain-of-Thought prompts to facilitate
ChatGPT-generated ACs for AR quality predic-
tions. The experiments on two corpora, our an-
notated elementary essays and existing college
essays benchmark, demonstrate the superiority
of the proposed ACs over baselines.

1 Introduction

Argumentative Revision (AR) in response to feed-
back is important for improving the quality of stu-
dents’ written work. Successful ARs! usually in-
clude adding relevant evidence, deleting repeated
evidence or reasoning, and elaborating relevant ev-
idence examples to support claims (Afrin et al.,
2020). Differentiating between successful versus
unsuccessful ARs, however, is a complex endeavor.
For example, making the same AR in distinct Ar-
gumentative Contexts (ACs) could differentially
affect the quality of a student’s essay. Here the
ACs are defined as pieces of sentences that present
reasons, evidence, and claims supporting or op-
posing arguments in argumentative writing (see
Sec. 4.2). For example, Figure 1 shows two pieces
of ARs that added the same sentence “it was hard
for them to concentrate though, as there was no
midday meal” but caused opposite AR quality.
Recently developed Automated Writing Evalu-
ation (AWE) systems have focused on assessing
the content and structure of student essays to au-
tomatically provide students with formative feed-

! Afrin and Litman (2023) use the term desirable revisions.

AR #372: Unsuccessful Revision

<original draft> They also did not concentrate good
because they did not have lunch over there.
According to the text, many kids in Sauri did not
attend school because their parents could not afford
school fees. </original draft> <adding> It was hard
for them to concentrate though, as there was no
midday meal. </adding>

AR #592: Successful Revision

<original draft> In 2010 the schools had minimal
supplies like books, paper, and pencils, but the
students wanted to learn. All of them worked hard
with few supplies they had. </original draft>
<adding> It was hard for them to concentrate
though, as there was no midday meal. </adding>

Figure 1: Two pieces of ARs in two student essays
show that adding the same sentence “it was hard for
them to concentrate though, as there was no midday
meal” (bold in red) in different contexts caused opposite
AR quality. AR #372 added a piece of evidence that
already existed in the original draft (bold in blue) thus
the attempted AR did not improve the essay quality. AR
#592 improved the quality by adding a relevant piece
of new evidence. AR #372 was unsuccessful while AR
#592 was successful.

back (Zhang et al., 2016; Writing Mentor, 2016;
Wang et al., 2020; Beigman Klebanov and Mad-
nani, 2020). Successful revisions (e.g., adding rel-
evant evidence) improve an essay’s quality. Un-
successful revisions, in contrast, lead to no im-
provement or can even weaken an essay’s argu-
ment (Afrin et al., 2020). As a result, assessing the
success of ARs is important to assess the quality of
ARs in line with provided feedback.

AR quality has previously been predicted by
using long and short neighboring contexts of
ARs (Afrin and Litman, 2023). This location-based
approach for constructing ACs did not exploit any
argumentative relationships between ARs and po-
tential ACs. Another study (Zhang and Litman,
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2016) incorporated AR contexts with cohesion
blocks and employed sequence labeling to model
AR interdependence across revisions. This work
predicted AR purposes from discourse structures
but did not further study AR quality or analyze AR
quality from the perspective of ACs. To bridge
these gaps, we address three research questions.
RQ1: To what extent are ACs helpful for predict-
ing AR quality? RQ2: What type of AC is the
most helpful in AR quality predictions? RQ3: Can
ChatGPT prompts be used to generate useful ACs?
In studying the three RQs, we have made the fol-
lowing contributions:

* Our project is the first in the revision field to
analyze the relationship between ACs and AR
quality predictions.

* We are among the first to incorporate the state-
of-the-art large language model ChatGPT in gen-
erating ACs in argumentative writing.

» Experiments using both elementary and college
essay corpora show the superiority of the pro-
posed ACs over existing location-based contexts
for AR quality predictions.

2 Related Work

2.1 Argumentative Revision in NLP

Revision research has been conducted using mul-
tiple types of Natural Language Processing (NLP)
corpora ranging from Wikipedia to argumentative
essays. While argumentative writing research has
analyzed argumentative roles and discourse ele-
ments in persuasive writing (Stab and Gurevych,
2014; Song et al., 2020; Putra et al., 2021) (e.g., by
studying the stance towards some topic, backing up
claims, or following argumentative and rhetorical
considerations), such analyses have not typically
been applied to revision research in this domain.
Revision research, in contrast, has primarily fo-
cused on grammar correction, paraphrasing, seman-
tic editing (Yang et al., 2017), and analyzing revi-
sion purposes (Zhang and Litman, 2015; Shibani
et al., 2018; Afrin et al., 2020; Kashefi et al.,
2022). Although revision research has sometimes
leveraged contextualized features during classifi-
cation, the contextual features have been location-
based (Zhang and Litman, 2016; Afrin and Litman,
2023). We instead extract contextual information
from an essay based on argumentative essay analy-
sis rather than on adjacency to a revision.

2.2 LLM in Argumentative Revision

Large Language Models (LLMs) have scaled up
model sizes from a few million to hundreds of
billions of parameters. Their strong capabilities
of handling multiple downstream NLP tasks have
made LLMs favorable in recent research (Chowd-
hery et al., 2022). Prior revision works, e.g., aca-
demic writing (Ito et al., 2019), debation assess-
ment (Skitalinskaya et al., 2021), paraphrase gener-
ation (Mu and Lim, 2022), were mostly based on
Transformer (Vaswani et al., 2017) and BERT (De-
vlin et al., 2019) models but not the cutting-edge
LLMs, e.g., ChatGPT?. Pretrained LLMs have
shown strong few-shot learning capabilities by way
of developing prompts to guide LL.Ms in generat-
ing successful outputs (Brown et al., 2020; Liu
et al.,, 2023). For example, Chain-of-Thought
(CoT) prompts (Wei et al., 2022) enable pretrained
LLMs to solve complex reasoning problems by de-
composing the tasks into a series of intermediate
steps. Kojima et al. (2022); Wang et al. (2022)
investigated the effectiveness of CoT in multi-step
reasoning, however, little work has used CoT for
extracting and then generating tasks in the revision
field. In this work, we leverage ChatGPT with CoT
prompts to generate ACs in argumentative writing.

3 Corpora

3.1 Data Collection

AR corpora are rarely annotated in the revision
community because of their expensive annotation
costs. The publicly available college essay cor-
pus for AR quality predictions (Afrin and Litman,
2023) contains paired drafts of argumentative es-
says written in response to an essay prompt (origi-
nal drafts) and revised based on feedback (revised
drafts). The corpus is comprised of 60 essays
(N=60 college students), inclusive of both native
and proficient non-native speakers of English, in
response to an essay prompt about Technology Pro-
liferation. Students received general feedback upon
completion of their first drafts, asking them to add
more examples in their second drafts. The second
drafts then received non-textual feedback through
the ArgRewrite system (Zhang et al., 2016) to help
students write their third drafts. Afterward, the
second and third drafts were collected as pairs of
original and revised drafts.

We followed a similar protocol to collect 596 ele-

https://openai.com/blog/chatgpt
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Elementary Essays College Essays
Reasoning Evidence Total | Reasoning Evidence Total
Add 769 671 1440 104 23 127
Successful Delete 213 104 317 7 1 8
Modity 129 104 233 3 0 3
Add 360 491 851 87 2 89
Unsuccessful ~ Delete 102 147 249 6 0 6
Modify 74 103 177 0 0 0
Total / 1647 1620 3267 | 207 26 233

Table 1: Sentence-level AR quality annotation statistics on elementary and college essays.

needed education money not so
they didn’t ask people for the
school fees, and the kids wouldn’t
go hungry during school hours
they served the children lunch.

ID Original Draft Sentence Revised Draft Sentence Revision Revision Revision  Quality
Type Purpose Label
According to the text. "The peo- According to the text, "The peo- Modify Surface N/A N/A
ple in Sauri have made amazing ple in Sauri have made amazing
progress in just eight years." progress in just eight years."
This tells me that the people of  This tells me that the people of Modify Content N/A N/A
Sauri have made better living ar-  Sauri have made better living ar-
rangements in eight years and it  rangements in eight years and it
all did pay off. all did pay off, from how they
used to live.
The people of Sauri did do great  The people of Sauri did do great N/A N/A N/A N/A
progress. progress.
This lets me know that since Delete Content Irrelevant  Unsuccessful
there might be a few diseases that Evidence
might affect anyone at ant time so
the hospital has made medicine
that can cure those diseases, so
they gave that medicine to any
one who needed it for free.
This piece of text lets me know  Add Content  Paraphrase  Successful
that the hospital, Yala Sub Dis- Reason-
trict, has free medicine for dis- ing
eases that are most common
around where they live.
In Sauri people had to pay a Add Content not LCE  Unsuccessful
fee, which the people of Sauri Reason-
couldn’t afford. ing
I can tell that the people of Sauri Delete  Content LCE Rea- Successful
must of thought that children soning

mentary essays written by grade 5 to 6 students who
were taking the Response to Text Assessment (Cor-
renti et al., 2013). 296 students wrote an essay in
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Table 2: Example of revision annotations for an elementary essay. Note that the successful and unsuccessful labels
in the last column are only used for evidence and reasoning content revisions; other purpose types in (Zhang et al.,
2017) are not in the scope of this study as we only focus on evidence use and reasoning in argumentative writing.

response to a prompt about the United Nation’s Mil-
lenium Villages Project (MVP). The students then
revised their essays in response to formative feed-



back from an Automatic Writing Evaluation (AWE)
system that used rubric-based algorithms to assess
the quality of evidence use and reasoning (Zhang
et al., 2019; Wang et al., 2020). The other 300 stu-
dents did the same tasks for an essay prompt about
Space Exploration (Space). We combined the col-
lected essays from the two essay prompts because
students shared similar argumentative writing skills
and the scoring rubric and feedback messages were
constant across prompts.

3.2 Preprocessing

We preprocessed collected elementary essays for
annotations. First, sentences from original and
revised drafts were aligned into pairs of original
sentence (OS) and revised sentence (RS) using a
sentence alignment tool Bertalign (Liu and Zhu,
2022). The aligned pairs were programmingly la-
beled with no change if OS and RS are the same,
modifying if OS and RS are not empty but not same,
adding if OS is empty but RS not, or deleting if RS
is empty but OS not. The changed alignments were
automatically classified into surface and content
revisions by a pretrained classifier. Note that the
sentence alignments and classification were first
done by the system and then manually justified and
corrected by annotators, and only aligned content
revisions were used for annotations.

3.3 Annotations

We used the Revisions of Evidence use and Reason-
ing (RER) scheme (Afrin et al., 2020) to annotate
revision purposes in elementary essays, which en-
codes the nature of students’ revision of evidence
use and reasoning. Evidence use refers to the se-
lection of relevant evidence from a given source
article to support a claim, while reasoning means
a reasoning process of connecting the evidence to
the claim. Thus, the content revisions are anno-
tated with claim-related, evidence, and reasoning
revisions. The RER scheme only applies to ev-
idence and reasoning, where evidence revisions
were labeled with relevant, irrelevant, repeated
evidence, non-text based and minimal, and rea-
soning revisions were labeled with linked claim-
evidence (LCE), not LCE, paraphrase evidence,
generic, commentary, and minimal.

Furthermore, we followed the AR quality
scheme (Afrin and Litman, 2023) to programm-
ingly encode annotated RER labels (revision pur-
poses) into successful and unsuccessful revisions.
The relevant evidence was encoded as successful

Space Essays MVP Essays

RER# Kappa RER# Kappa
Reasoning 148 0.86 135 0.84
Evidence 108 0.89 136 0.80

Table 3: Annotation agreement for reasoning and ev-
idence RER annotations in a sample of 20 percent of
elementary essays regarding Space and MVP prompts.

while the repeated, non-text based, and minimal
evidence were encoded as unsuccessful. The LCE
and paraphrase reasoning were encoded as success-
ful. The not LCE, paraphrase evidence, generic,
commentary, and minimal reasoning were encoded
as unsuccessful. Table 1 shows label distributions
in elementary essays and college essays where el-
ementary essays have almost an even number of
reasoning and evidence annotations. The adding
revisions are the most frequent ARs across two es-
says. Samples of annotations for elementary essays
and college essays are shown in Table 2 and Table 6
(in Appendix A), respectively. In practice, the RER
annotations were done by one expert annotator. We
sampled about 20 percent of annotated essays about
both Space and MVP prompts and asked another
well-trained annotator to annotate the sampled es-
says. The two-annotator Kappa scores are shown
in Table 3.

4 Methods

4.1 Preliminary

In this section, we introduce notations for the AR
quality prediction task. We denote R; and Rs as
original and revised sentences in the original and
revised drafts, respectively. In particular, R; is
always empty in adding ARs (e.g., row #6 in Table
2); Ry is always empty in deleting ARs (e.g., row
#9 in Table 2); neither R; nor Ry are empty in
modifying ARs (e.g., row #1 in Table 2). Thus, we
only use R; in deleting and Ry in adding ARs. In
terms of modifying ARs, we only use Ry because
R, is a revised version of R; thus are very close to
R; (e.g., row #2 in Table 2). In addition, we denote
ACs as a couple of sentences related to ARs in
their corresponding drafts, where C represents the
ACs of R in the original draft and C represents
the ACs of R» in the revised draft (details in Sec.
4.2), respectively. To this end, we formulate the
task of predicting AR quality as classifying the AR-
AC pairs { R;, C;} into successful and unsuccessful
labels, where ¢ = 1,2. Specifically, we use pair
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{Ry,C1} for deleting and { Ra, C>} for adding and
modifying ARs.

4.2 Argumentative Context

Consistent with long-established models of ar-
gumentation such as Toulmin’s model (Toulmin,
1958), well-developed arguments are characterized
by the alignment of claim, evidence, and warrants
(i.e., reasoning related to why the evidence supports
the claim) (Reznitskaya et al., 2008). For example,
the appropriateness of a piece of evidence for ad-
vancing an argument is context-dependent because
that judgment is determined relative to an author’s
prior claim(s) or reason(s). As a case in point, the
unsuccessful AR #372 shown in Figure 1 would
have been unobservable absent an understanding
of the author’s claim or argument’s context. Recent
work by Afrin and Litman (2023) has used short
and long text segments immediately before and af-
ter the AR as context for predicting AR quality,
however, the study has some significant drawbacks.
First, the window size of the contexts is an unpre-
dictable parameter because a reasoning sentence
could refer to the evidence far ahead of the AR (e.g.,
reasoning in row #6 refers to the evidence in row
#1 in Table 2). Second, location-based contexts
did not explain why ACs make a difference to ARs
from an argumentative perspective and thus fail
to analyze the argumentative roles of ACs in AR
quality predictions. As we noted above, the evalua-
tion of a reasoning sentence as desirable depends
on whether it appropriately references evidence or
claims in the student’s essay, but this relationship
has not been explored in prior revision research.
Thus, in the current study, we define three ACs
to study their relationship to AR quality: (1) AC-
Claim: the context containing essay claims or argu-
ments; (2) AC-Reasoning: the context containing
reasoning related to the claim or evidence in the
essay; (3) AC-Evidence: the context containing
evidence to support or oppose claims.

4.3 ChatGPT Prompts

Pretrained ChatGPT on a series of GPT3.5 models
has shown promising results in solving informa-
tion extraction (Li et al., 2023) and summariza-
tion (Yang et al., 2023) tasks in zero-shot settings,
however, doing the two tasks at the same time has
not been explored in generating ACs. Therefore,
we developed two versions of ChatGPT prompts
that generate useful ACs for predicting AR quality:
(1) Single prompts that generate ACs in one pass

and (2) Chain-of-Thought prompts that generate
ACs in two passes.

4.3.1 Single Prompts

In this section, we introduce Single prompts for
AC generations. Basically, we need ChatGPT to
generate useful ACs for AR quality predictions by
reading the student essays. We limit the generation
to a two-sentence length for two reasons. First,
the generated ACs will be used in an AR-AC pair
{R;, C;}, where R; is normally one sentence, thus
long ACs (C;) paired with short ARs (R;) will
make the AR quality prediction model (introduced
in Sec. 4.4) learn to attend to the context rather
than the revisions. Second, the most intuitive
location-based baseline (Base-Short in Sec. 5) uses
the adjacent sentences before and after target ARs,
which contain at most two sentences. Therefore
we limit the generations to exact two sentences,
which can be done with a single zero-shot prompt
please summarize [X] in the essay
[Y] in two sentences, where [X] slot is
one of the claim, reasoning, and evidence, [Y] is
an input essay.

4.3.2 Chain-of-Thought Prompts

In addition to Single prompts, Chain-of-Thought
(CoT) prompts (Wei et al., 2022) are conceptually
simple yet effective in multiple reasoning tasks. We
adopt this idea and use zero-shot-CoT prompts to
generate ACs, which run prompting in two passes
but do not require step-by-step few-shot examples.
The first-pass CoT prompt to extract ACs.
The first pass of the CoT prompts is to extract
claim, evidence, and reasoning sentences from
input essays. We aim to extract exact sentences
from input essays without introducing any exter-
nal knowledge in ChatGPT itself. The first-pass
prompt is: please list [X] sentences
in the essay [Y], where [X] slotis chosen
from one of the claim, reasoning, and evidence,
and [Y] is an input essay. The extracted ACs are
formulated as a list of sentences from the input es-
says, where the length of the list ranges from one
to dozens because claim, reasoning, and evidence
have multiple instances in an essay. To make sure
the extracted ACs are informative and not exceed-
ing the word limits of DistilRoBERTa encoders
(see Sec. 4.4), we perform summarization on the
extracted sentences in the second-pass prompt.
The second-pass CoT prompt to summarize
ACs. The second prompt is continued to the first
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Input Essay #104 (First Draft)

No the author did not convince me that winning the fight against poverty is achievable in our lifetime. I just think that it would be nearly
impossible because there are a lot of people dying and they don't have too much money. In the text it states that," The solutions are simple, yet
20,000 kids are die from the disease each day. So sad and so illogical. Bed nets could save millions of lives." If there are that many people dying
a day, then how will the doctors have time to make cures or anything? All of the solutions could take as long as more that 10 years.That would
be really hard for all of he doctors to be working so hard, but the solutions to take for ever. In the text it states that ," The goals are supposed to
be met by 2025 ;some other targets are met by 2035." By the time it is 2025, a lot of the people will be sick and they can die if they don't get
treated fast enough. The passage says there were at lest 5 people in 1 bed, and some people would not get hardly any treatment, and some of the
patients could not afford theses things. I think that it would be nearly impossible to do this mission because many people are dying a day and the

doctors still need some more time. The doctors might get to save a few people depending on how many there are, but they will not get save
many. In conclusion, you may have a to of solutions to your problem, but you will not always have the answers in time that you would want.

Generated AC-Claim

Single Prompt: Please summarize claim in the essay in two sentences.

[Output] The author fails to convince the writer that winning the fight against poverty is achievable in their lifetime due to the high daily death
toll and the lengthy time frame for solutions. The passage highlights the dire state of poverty with overcrowded hospitals and inadequate
treatment options, ultimately underscoring the difficulty in finding effective answers.

CoT Prompt: 1) Please list claim sentences in the essay. 2) Please summarize the listed claim in two sentences.

[Output] The author failed to convince the reader that ending poverty is feasible due to the high death rate and long time frame for
implementing solutions. The present systems are inadequate, leading to overcrowded hospitals and lack of access to medical care.

Generated AC-Reasoning

receiving the necessary treatment.

treatment for many impoverished individuals.

Single Prompt: Please summarize reasoning in the essay in two sentences.

[Output] The author did not persuade the writer that poverty can be eradicated within our lifetime due to the high mortality rate of 20,000
people living in poverty dying every day. The solutions proposed may take too long and inadequate healthcare results in many people not

CoT Prompt: 1) Please list reasoning sentences in the essay. 2) Please summarize the listed reasoning in two sentences.

[Output] The author's argument that winning the fight against poverty is unlikely is supported by the fact that 20,000 people die from poverty
every day and some proposed solutions will take years to implement. The passage also highlights the dire conditions and lack of access to

Generated AC-Evidence

afford or receive necessary treatment.

Single Prompt Output: Please summarize evidence in the essay in two sentences.

[Output] The author fails to convince the reader that winning the fight against poverty is achievable in our lifetime due to the high rate of
poverty-related deaths and the lengthy timeframe for implementing solutions. The overcrowding in hospitals and lack of access to treatment
further supports the argument that successful poverty eradication may not be possible.

CoT Prompt Output: 1) Please list evidence sentences in the essay. 2) Please summarize the listed evidence in two sentences.

[Output] Despite goals set to be met by 2025 and 2035, poverty-fueled deaths continue at a rate of 20,000 per day, with potential solutions
taking more than 10 years to implement. As a result, many are left without access to healthcare and overcrowded hospitals, with some unable to

Figure 2: The input and output of the ChatGPT with zero-shot Single and CoT prompts for an elementary essay.

prompt, following an extraction-summarization
CoT. The prompt is please summarize [X]
in two sentences, where [X] slotis chosen
from the claim, reasoning, and evidence sentences
extracted in the first prompting pass, which ensures
the outputs in a length of exact two sentences. Fig-
ure 2 and Figure 5 (in Appendix A) show examples
of the zero-shot Single and CoT prompts that help
ChatGPT generate ACs in elementary and college
essays, respectively.

4.4 AR Quality Prediction

We define AR quality prediction as a binary clas-
sification of AR-AC pair {R;, C;} (see Sec. 4.1),
where R; is annotated and C; is generated by Chat-
GPT. Prior works employed BERT-BiLSTM ar-
chitecture to train revision classifiers (Anthonio
and Roth, 2020; Afrin and Litman, 2023). Instead,

we use DistilRoBERTa (Sanh et al., 2019) as text
encoders for both annotated ARs and ChatGPT-
generated ACs. The last hidden layers of the Distil-
RoBERTa encoders are fed to an average-pooling
layer and then connected to a multi-layer percep-
tion classifier that contains a sequence of batch nor-
malization layer, ReL.U layer, dropout layer with a
0.5 rate, and Sigmoid layer. The overall framework
is shown in Figure 3.

S Experiments

To answer the RQs, we implemented location-
based contexts as baselines, and a series of ACs as
comparable methods:

* Base-Short: We implement a standard revision
prediction baseline that uses the adjacent sen-
tences immediately before and after a revision as
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Contexts Prompis Resoning & Evidence ARs Reasoning ARs Evidence ARs
) P | precision  Recall F1 Precision  Recall F1 Precision  Recall F1

Base-Short N/A 67.79 67.17 67.29 70.29 70.01 69.94 63.42 62.60 62.67
Base-Long N/A 68.45 68.01 68.06 69.99 69.76 69.71 65.38 64.69 64.71
AC-Claim Single 70.31 69.83 69.91 72.63 72.47 72.38 66.60 65.33 65.57
AC-Reasoning Single 70.15 69.67 69.74 72.10 71.95 71.83 66.57 65.60 65.79
AC-Evidence Single 70.28 69.97 69.93 72.46 72.31 72.13 66.55 65.87 65.85
AC-Claim CoT 70.09 69.64 69.74 71.83 71.76 71.70 66.74* 65.71%* 65.88%*
AC-Reasoning CoT 71.14* 70.81*  70.81* 72.86* 72.80*  72.63* 68.00* 67.00* 67.16*
AC-Evidence CoT 70.43%* 70.03%* 70.01%* 72.48%* 72.34* 72.20%* 66.76* 66.06* 66.05*

Table 4: Experimental results on elementary essay corpus. The bold numbers are the best results. The underlined
numbers statistically outperformed the strong (Base-Long) baseline in a paired t-test with p < 0.05. The asterisks
indicate zero-shot-CoT prompts are better than zero-shot-Single prompts.

AR Quallty Prediction

Multi- layer Perceptron

DistilRoBERTa Encoder

Argumentatlve Revision

)

(AR) Annotation ]
f

)

)

DistilRoBERTa Encoder

_/I_/_}
'

Argumentatlve Context

[
[
[
[
[

(AC) Generatlon ] [ Original/Revised Draft
]
2nd-pass Zero-Shot-
shas g ]‘74[ CoT Prompt
1st-pass Zero-Shot-
[ Cietgia 4[ CoT Prompt ]

Figure 3: The overall framework of AR quality predic-
tions, where the pink box is input; the green boxes are
our proposed; the yellow boxes are existing methods.

contexts (Afrin and Litman, 2023).

» Base-Long: We implement a strong baseline that
considers all the sentences that are revised around
a target revision until an unchanged sentence is
found (Afrin and Litman, 2023).

* AC-Claim: We use AC-Claim as the contexts
that are generated by zero-shot Single and CoT
prompts, respectively.

* AC-Reasoning: We use AC-Reasoning as con-
texts. The two versions use zero-shot Single and
CoT prompts, respectively.

* AC-Evidence: We use AC-Evidence as contexts.
The two versions are generated by zero-shot Sin-
gle and CoT prompts, respectively.

In the implementation, we built the framework
pipeline with PyTorch?® and generated two versions

*https://pytorch.org

Contexts Prompts | Precision  Recall F1
Base-Short N/A 59.95 60.06 58.61
Base-Long N/A 61.21 61.60 59.48
AC-Claim Single 63.50 64.08 62.27
AC-Reasoning  Single 63.06 63.62 61.86
AC-Evidence Single 65.76 66.40 64.71
AC-Claim CoT 64.01%* 64.96*  62.93*
AC-Reasoning CoT 63.84* 64.33*%  62.74*
AC-Evidence CoT 68.20* 68.05*  66.32*

Table 5: Experimental results on reasoning ARs in col-
lege essays. The bold numbers are the best results.
The underlined numbers statistically outperformed the
strong (Base-Long) baseline in a paired t-test with
p < 0.05. The asterisks indicate zero-shot-CoT prompts
are better than zero-shot-Single prompts.

of ACs using ChatGPT3.5-turbo API*. We used
pretrained DistilRoBERTa-Base from Hugging-
face’ as text encoders, and optimized cross-entropy
loss with Adam optimizer on a GeForce RTX 3090
GPU. We set the batch size as 16 and the learning
rate as 5e-5 with 5% decays every 4 epochs. We
conducted 10-fold cross-validation, where 80% of
each 9-fold set was used for training, 20% for pa-
rameter tuning, and the rest 1-fold set for testing.
Finally, we ran the ChatGPT generation and the ex-
periment pipeline three times and reported 3-seed-
average macro Precision, Recall, and F1 on all the
test sets. The implementation code is available
at https://github.com/ZhexiongLiu/
Revision—-Quality-Prediction.

6 Results and Discussion

Table 4 shows the experimental results for differ-
ent sets of revisions from the elementary essay
corpus: all reasoning and evidence revisions, just

4https ://platform.openai.com
Shttps://huggingface.co
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reasoning revisions, and just evidence revisions,
respectively. We observed that both the proposed
Single and CoT versions of ACs outperformed both
baselines, with many of the CoT ACs significantly
better than the strong (Base-Long) baseline. This
answered RQ1 that ACs can help AR quality pre-
dictions. In reasoning ARs, excellent performance
was yielded in using AC-Claim, AC-Reasoning,
and AC-Evidence. This is because reasoning ARs
might need claims to verify their usefulness and
incorporate evidence and reasoning to check their
relevance. Moreover, evidence ARs achieved the
best with AC-Reasoning, which makes sense that
identifying evidence AR requires related reasoning
contexts that have information linking the evidence.
Another interesting finding is that the Base-Long
performed better than the Base-Short in evidence
ARs but worse in reasoning ARs. This suggests
that the longer context is not always helpful in
the case that evidence contexts are usually sparsely
distributed in the essay so the longer context will in-
troduce more noise. It also suggests that reasoning
sentences are mostly adjacent to other reasoning
contexts and can be well captured by neighbor-
ing sentences. Furthermore, the observation that
reasoning ARs results are generally better than evi-
dence ARs indicates that reasoning ARs might be
self-justifiable which means it might require fewer
contexts than the evidence to identify AR qual-
ity. These observations answered RQ2 that reason-
ing contexts are mostly useful, and both reasoning,
claim, and evidence contexts benefit AR quality
predictions. In addition, CoT prompts are gener-
ally better than Single prompts in most reasoning
and evidence ARs, which indicates that identifying
AR quality requires some contexts that might not
be generated with Single prompts. This answered
RQ3 that CoT prompts are generally better than
Single prompts.

We also evaluated the effectiveness of ACs on
the college essay benchmark. Note that Afrin and
Litman (2023) conducted data augmentation with
a simple synonym replacement because they ar-
gued that it was impossible to obtain reasonable
results without training on augmented data. We
hypothesized that data augmentation will introduce
noise but the limited data can yield reasonable re-
sults training with the DistilRoBERTa-based model.
Therefore, we did not do data augmentation and
compared AC-based methods to our implemented
standard and strong baselines on reasoning revi-

Revision #372: AC-Claim *(

<claim> The essay highlights progress made in Sauri,
including free medicine and bed net provision, as well
as the positive impact of providing lunch to children,
to argue that poverty can be reduced... </claim>

Revision #592: AC-Claim

<claim> The essay argues that poverty and lack of
resources can be tackled in our lifetime with examples
such as bed nets to prevent malaria, updated hospitals
to prevent the spread of diseases and access to
education. .. </claim>

Figure 4: Two pieces of ChatGPT-generated AC-Claims.
The red bold is the context to identify Revision #372 is a
already existed adding, while #592 is a relevant adding
toward their contexts in Figure 1.

sions (excluding the rare evidence revisions as
shown in Table 1). Results in Table 5 show that
the DistilRoBERTa model is able to learn from
even small-size data without data augmentation. In
addition, AC-based methods perform better than
both the standard and strong baselines, where AC-
Evidence has significant improvement. This again
suggests that ACs are generally useful for predict-
ing AR quality and CoT prompts are generally bet-
ter than Single prompts for generating useful ACs.
Moreover, we observed that AC-Evidence gener-
ated by Single and CoT prompts is better than the
other ACs. It is slightly different from the reason-
ing column in Table 4. This might suggest that
revisions in college essays may focus on evidence
revisions that match generated evidence ACs. How-
ever, claim and reasoning results have similar F1
scores across two versions of prompts, which might
suggest the extracted AC-Claim and AC-Reasoning
are similar in college essays (e.g., prompting out-
puts in Figure 5 in Appendix A), which might be be-
cause college essays have claim and reasoning sen-
tences disentangled. In general, CoT prompts are
somewhat better than Single prompts in AC-Claim
and AC-Reasoning generation, and both Single and
CoT prompts are promising in AC-Evidence gener-
ation.

As a case study, we examine the effectiveness of
ACs in Revision #372 and #592 presented in Fig-
ure 1. The ChatGPT-generated AC-Claim is shown
in Figure 4, where the red bold sentence “provid-
ing lunch to children, to argue that poverty can be
reduced” is helpful to identify that the added sen-
tence, “It was hard for them to concentrate though,
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as there was no midday meal.” in Revision #372
is a already existed evidence, and thus it was an
unsuccessful revision. However, AC-Claim in Re-
vision #592 does not show repeated but relevant
information, and thus the AR is regarded as suc-
cessful.

7 Conclusion

This work studies the relationship between Argu-
mentative Contexts (ACs) and Argumentative Re-
visions (ARs) in argumentative writing. In partic-
ular, we use zero-shot-CoT prompts to facilitate
ChatGPT-generated ACs for AR quality predic-
tions. The experiments on our elementary essays
corpus and publicly available college essays bench-
mark demonstrate the superiority of the proposed
ACs over existing location-based context baselines,
which proposes a new direction for predicting AR
quality. The analysis suggests that most evidence
ARs need reasoning ACs, and reasoning ARs need
a diverse set of claims, evidence, and reasoning
AC:s to predict their quality.

8 Limitations

Our experiments were built on perfect sentence
alignments in the original and revised essay drafts,
thus the performance could be lower in the real
end-to-end Automated Writing Evaluation (AWE)
system. In addition, our corpus is small due to ex-
pensive annotation processes, which makes it chal-
lenging to train or finetune large language models.
Also, we only focus on revisions in argumentative
writing, specifically, we focus on the evidence and
reasoning revisions, however other revisions like
claim revisions are not used. Furthermore, the re-
vised drafts were done after providing feedback on
the original drafts, which means the revised student
essays are likely to follow the instructions in the
feedback but we did not use this information for
revision quality predictions, which will be used in
our future work.

Our proposed Argumentative Contexts (ACs) are
generated by ChatGPT which is not free for the
whole community. Also, ChatGPT-generated ACs
have small randomness, which is also the reason
we did 3-seed runs in the experiments. In addi-
tion, the ACs are essay-level context which means
different revisions in the same essay use the same
context. It could be tailored to have sentence-level
ACs where each sentence-level revision has slightly
different revision purposes, but it would cost more

time and money. Moreover, our proposed zero-shot-
CoT prompts perform better than Single prompts
by small margins in specific cases, which indicates
that Chat-GPT is limited to conducting CoT extrac-
tion and summarization to handle complex wording
and sentence structure. Therefore, we might need
to redesign the prompts in our future work.

9 Ethics

Our corpus was collected under standard protocols
that were approved by an institutional review board.
Our annotated data is not publicly available which
ensures the safety of private information of the stu-
dents, and thus will not pose any ethical concerns
because other researchers can not access our data
and replicate our results. Our future work is to in-
corporate proposed methods in real AWE systems
to evaluate student writings and provide informa-
tive feedback based on predictions. But there is a
risk that the system might give poor advice based
on incorrect AR quality predictions, given that the
model may learn biases with small annotated data.
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ID Original Draft Sentence

Revised Draft Sentence

Revision Revision

Type

Revision
Purpose

Quality
Label

1

A mother who would have no
other way of reaching her chil-
dren can easily speak to them or
leave a message via voicemail.

A mother who would have no
other way of reaching her chil-
dren can easily speak to them or
leave a message via voicemail.

N/A N/A

N/A N/A

Technology makes it possible to
reach anyone at any time.

Delete  Content

LCE Rea-
soning

Unsuccessful

In addition, technology makes it
possible to increase the amount of
communication between people
drastically.

Add Content

LCE Rea-
soning

Successful

People from different continents
who may have never met before
can now have conversations every
day; even those from a remote lo-
cation are available to the world,
provided they have the Internet.

People from different continents
who may have never met before
can now have conversations every
day; even those from a remote lo-
cation are available to the world,
provided they have both the Inter-
net and a corresponding device.

Modity Surface

N/A N/A

How could a cold inanimate
screen replace seeing the emo-
tions and expressions of a loved
one?

Add Content

not LCE
Reason-

ing

Unsuccessful

An essential thing to consider
is that while perhaps it may
be harder to convey one’s full
message complete with feelings
through the Internet, the fact re-
mains that in a changing world
where people are busier and far-
ther away, electronic devices are
helping everyone keep in contact
with each other at any time of the
day and at any location.

Add Content

LCE Rea-
soning

Successful

Those who argue for the retar-
dation of technology simply can-
not accept that the world is de-
veloping to be more tech driven;
as more and more people have
electronic devices, they are also
changing to be more used to this
kind of communication.

Add Content

not LCE  Unsuccessful
Reason-

ing

Table 6: Example of revision annotations for a college essay.
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Input Essay #107 (First Draft)

Throughout history, society has undergone advances in many realms of life. These realms include politics, social issues, education, and
also technology, which is one of the most notable. The proliferation of technology has included the creation of computers, which can
be used to research new information in a short period of time. Technology also allows people to send and receive information, using
devices such as cellular phones. Because of this ease of information transfer, technology has been able to enrich interpersonal
relationships by providing another avenue for communication. Technology has enriched interpersonal relationships by allowing
communication between people when they are not in physical vicinity. For example, students in college may develop friendships
during the school year, but during the summer they may be unable to keep in physical contact with these friends depending on how far
they live from one another, as many students go home for the summer. Because verbal communication is an important part of
maintaining relationships, this distance could pose a threat to the maintenance of these relationships. However, staying in contact via
texts, calls, and social media gives students the opportunity to remain in contact, even if the distance between them is large. This
communication lets all parties know that even while not in the vicinity of one another, they are still able to enjoy each other and have
similar interests. Because of this, the relationship has the potential to be even stronger upon their return back to school. Technology
also enriches interpersonal relationships by increasing the frequency with which people can communicate. Due to technology, people
can communicate several times throughout the day because of the speed of information transfer. For Example, if someone has an issue
that they would like to relay to another person, they are able to notify them almost instantly due to the speed of communication.
Additionally, they are able to discuss the matter back and forth. This can lead to greater conflict resolution as it allows the issue to be
resolved faster, rather than waiting until the next time the parties involved are in contact with each other. The removal of this time-
lapse between contact is beneficial as it could eliminate the emergence of more negative emotions. In sum, contact without physical
vicinity, as well as, increased frequency of communication between people displays how the proliferation of technology has been able
to increase the strength of interpersonal relationships.

Generated AC-Claim

Single Prompt: Please summarize claim in the essay in two sentences.

[Output] The proliferation of technology has enriched interpersonal relationships by providing another avenue for communication.
This is due to the ease of information transfer and increased frequency of communication through devices like cellular phones, which
allow people to stay in touch even when physically apart.

CoT Prompt: 1) Please list claim sentences in the essay. 2) Please summarize the listed claim in two sentences.

[Output] Technology has improved interpersonal relationships by providing more ways to stay in touch over long distances. Frequent
communication through various technologies increases the bond between individuals.

Generated AC-Reasoning
Single Prompt: Please summarize reasoning in the essay in two sentences.

[Output] Technology has enriched interpersonal relationships by allowing communication between people when they are not
physically together. it increases the frequency and speed of communication, which can lead to conflict resolution and the strengthening
of relationships.

CoT Prompt: 1) Please list reasoning sentences in the essay. 2) Please summarize the listed reasoning in two sentences.

[Output] The use of technology has led to advancements in politics, social issues, education, and communication. technology has
enriched interpersonal relationships by allowing for frequent and efficient communication, which has led to stronger relationships with
fewer negative emotions.

Generated AC-Evidence

Single Prompt Output: Please summarize evidence in the essay in two sentences.

[Output] Advancements in technology have allowed for easy information transfer and communication through devices like computers
and phones, enriching interpersonal relationships. communication without physical vicinity and increased frequency of contact have
increased the strength of relationships, aiding conflict resolution and promoting positive emotions.

CoT Prompt Output: 1) Please list evidence sentences in the essay. 2) Please summarize the listed evidence in two sentences.
[Output] Technology has led to advancements in areas like politics, education, communication and social issues. it allows for quicker
research and access to new information, easier communication and interpersonal relationships.

Figure 5: The input and output of the ChatGPT with zero-shot Single and CoT prompts for a college essay.
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