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Abstract

With the popularity of social media platforms,
people are sharing their individual thoughts by
posting, commenting, and messaging with their
friends, which generates a significant amount
of digital text data every day. Conducting
sentiment analysis of social media content is
a vibrant research domain within the realm
of Natural Language Processing (NLP), and
it has practical, real-world uses. Numerous
prior studies have focused on sentiment anal-
ysis for languages that have abundant linguis-
tic resources, such as English. However, lim-
ited prior research works have been done for
automatic sentiment analysis in low-resource
languages like Bangla. In this research work,
we are going to finetune different transformer-
based models for Bangla sentiment analysis.
To train and evaluate the model, we have uti-
lized a dataset provided in a shared task orga-
nized by the BLP Workshop co-located with
EMNLP-2023. Moreover, we have conducted
a comparative study among different machine
learning models, deep learning models, and
transformer-based models for Bangla senti-
ment analysis. Our findings show that the
BanglaBERT (Large) model has achieved the
best result with a micro F1-Score of 0.7109
and secured 7" position in the shared task 2
leaderboard of the BLP Workshop in EMNLP
2023.

1 Introduction

Nowadays, social media platforms produce a large
amount of text data by posting, commenting, and
messaging. Finding the sentiment of social media
data is an active research area among practitioners
due to its numerous practical applications. How-
ever, conducting sentiment analysis on social media
data is a difficult task due to the natural variation
of writing patterns among users.

A significant amount of effort has been devoted
to analyzing sentiment in social media data for re-
sourced enriched languages like English (Babu and

Kanaga, 2022). However, we have found a limited
number of relevant studies focused on sentiment
analysis in the Bangla language due to the lack
of a standardized annotated dataset of Bangla text
sourced from social media platforms (Pran et al.,
2020).

The main objective of this research work is to
analyze sentiment on Bangla social media posts.
Moreover, we conduct a comparative analysis
among different ML, DL, and transformer-based
models for Bangla sentiment analysis. To train
and evaluate different models, we have utilized
a dataset provided in a shared task named Senti-
ment Analysis of Bangla Social Media Posts orga-
nized by the First Workshop on Bangla Language
Processing co-located with EMNLP-2023 (Hasan
et al., 2023a,b; Islam et al., 2021).

Various ML models and DL models have been
deployed for Bangla sentiment analysis. We
have utilized three popular transformer-based
model architectures named Bangla BERT Base,
BanglaBERT, and BanglaBERT (Large) for the sen-
timent analysis model.

Among the machine learning models, SVM uti-
lizing TF-IDF yields the best performance, achiev-
ing a micro F1-Score of 0.57. In the realm of
deep learning, the BILSTM + CNN model with
Word2Vec attains the highest micro F1-Score at
0.61. The transformer-based BanglaBERT (Large)
models (Bhattacharjee et al., 2022) outperform the
rest, achieving an impressive micro F1-Score of
0.7109.

The main contributions of our research works
are as follows -

* We have finetuned the transformer-based
BanglaBERT and BanglaBERT (Large) mod-
els for Bangla sentiment analysis.

* We have conducted a comparative analysis
among different ML, DL, and transformer-
based models for sentiment analysis in the
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Bangla language.

The implementation of our research work has
been shared in the following GitHub repos-
itory - https://github.com/ML-EmptyMind/
blp-taska2.

2 Related Work

We divide all the previous works related to senti-
ment analysis into three different categories: ML
approaches, DL approaches, and transformer-based
approaches.

Machine learning techniques like SVM, Multi-
nomial Naive Bayes, KNN, Logistic Regression,
Decision Trees, and Random Forests are used
for sentiment analysis. Among these, SVM and
Multinomial Naive Bayes classifiers (Hassan et al.,
2022) have demonstrated the best performance,
with SVM achieving the highest accuracy scores.
The dataset is subsequently transformed using a
TF-IDF Vectorizer, and SVM is used as the clas-
sifier for data classification (Arafin Mahtab et al.,
2018).

Numerous deep-learning techniques are em-
ployed for sentiment analysis as well. RNN with
LSTM model is used (Wahid et al., 2019) for senti-
ment analysis to classify and categorize the senti-
ments of social media posts about cricket as posi-
tive, negative, or neutral. In order to analyze senti-
ment or opinion in Bangla, the attention mechanism
is suggested (Sharmin and Chakma, 2020) in the
study. It examines the difficulties with sentiment
analysis and evaluation, particularly in the Bangla
language.

Alongside a deep learning model that utilizes
multilingual BERT and transfer learning, the re-
search incorporates datasets for two-class and three-
class sentiment analysis that have been manually
annotated in Bangla, as mentioned in (Islam et al.,
2020). This model surpasses the current state-of-
the-art algorithms in terms of accuracy, attaining a
71% accuracy rate for two-class sentiment classifi-
cation and a 60% accuracy rate for three-class sen-
timent classification. The approach is also used to
examine the tone of reader comments in an online
daily newspaper, demonstrating that while com-
ments on religious articles tend to be more positive
than those on political or sports news, the former
are more numerous for those topics.

The objectives of the study include finetuning
the transformer-based models for Bangla sentiment

analysis and providing a comparison analysis with
the baseline models using ML and DL approaches.

3 Dataset

During our research work, we have capitalized the
dataset provided using the shared task 2 (Sentiment
Analysis of Bangla Social Media Posts) organized
by the BLP Workshop @ EMNLP 2023 (Hasan
et al., 2023a). The dataset used for this shared
task consists of MUItiplatform BAngla SEntiment
(MUBASE) (Hasan et al., 2023b) and SentNoB
(Islam et al., 2021). The MUBASE dataset is a
cross-platform collection of Facebook and Twitter
posts that has been manually annotated with senti-
ment polarity. The SentNob dataset comprises user
comments sourced from social media platforms in
response to news articles and videos. The dataset
covers several fields, such as politics, education,
and agriculture. The provided dataset has three sen-
timent categories: Positive, Negative, and Neutral.
This dataset has train, dev, and test split contain-
ing 35266, 3934, and 6707 texts respectively. In
Table 1, statistics about the dataset are given with
class-wise samples.

Classes | Train Dev Test

Positive | 12,364 1,388 2,092
Negative | 15,767 1,753 3,338
Neutral | 7,135 793 1,277
Total 35,266 3,934 6,707

Table 1: Class-wise distribution of sentiment analysis
dataset

The provided dataset contains URLs, emojis,
and other symbols which are removed in the pre-
processing step.

4 Methodology

In this section, we outline the methodology of
our research. We establish baseline models by
employing both ML and DL techniques. Subse-
quently, we enhance performance by incorporating
a transformer-based model. Figure 1 shows an
overview of our methodology.

Machine Learning Models

For machine learning algorithms, Word2Vec and
TF-IDF word embeddings have been applied to
extract the feature vector (Mikolov et al., 2013).
Word2Vec embedding has been implemented with
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Figure 1: Conceptual process of sentiment analysis

a 100-dimension vector for each word in the vocab-
ulary. We have explored different ML algorithms to
set a baseline. We have trained the Decision Tree,
Random Forest, SVM, and XGBoost models. Fur-
ther, all the aforementioned algorithms have been
investigated for both TF-IDF and Word2Vec word
embedding.

Deep Learning Models

Three different DL models such as Stack of Bidirec-
tional LSTM (BiLSTM), BiLSTM with CNN and
dropout, and BiLSTM with CNN for Word2Vec
embedding have been explored for Bangla sen-
timent analysis. We have padded the tokenized
dataset by setting the max length value of text as
400 for three models. For the stacked BiLSTM
model three consecutive layers of BiLSTM are
stacked with 32, 16, and 8 neurons respectively.

Transformer Models

In recent ages, transformer models have gained pop-
ularity for their tremendous performance in NLP
tasks. We use Bangla BERT Base (Sarker, 2020),
BanglaBERT(Bhattacharjee et al., 2022), and
BanglaBERT (large)(Bhattacharjee et al., 2022)
pre-trained model to fine-tune on Bangla sentiment
analysis dataset. The above three pre-trained mod-
els have been trained on the Bangla natural lan-
guage dataset. Bangla BERT Base is a Bangla
sentencepiece model containing vocab size 102025.
BanglaBERT and BanglaBERT (large) are ELEC-
TRA discriminator models that are pre-trained with
the Replaced Token Detection (RTD) objective.
Fine-tuned BanglaBERT (large) gives the best re-
sult for our case. We have used a pre-trained tok-
enizer and tokenized sample using 512 as the max-

imum length of the text. For training purposes, we
have taken the help of trainer API.

S Results and Analysis

In this section, we provide the outcomes obtained
from our experimentation.

5.1 Parameter Settings

All parameters are kept identical for the TF-IDF
and Word2Vec embedding. For random forest, we
have selected n_estimator value 40. While training
the SVM model, we have picked out C as 2 and
kernel rbf. Lastly, n_estimator value 40 is chosen
for XGBoost.

We have set epochs to value 30, batch size to
value 32, verbose to value 1 along with callback
having an accuracy threshold value of 0.99 for BiL-
STM with CNN model which uses Word2Vec em-
bedding. For all DL models, we have set learn-
ing rate as 0.001, adam as the optimizer, and
sparse_categorical_crossentropy as a loss function.
We have further investigated the DL model varying
epochs, batch size, and learning rate to validate the
consequence on the performance.

In our best performing transformer model, we set
the 0.00005 as learning rate, 0.01 as weight decay,
0.1 as warm-up ratio, learning rate scheduler type
to linear, 3 as training epochs, training batch size as
16, 2 as radient accumulation steps and adafactor
as the optimizer. Moreover, we set the dropout rate
to 50% to get the best result. We have evaluated the
performance of the BanglaBERT (Large) model,
training it without dropout and setting the learning
rate to 0.01 for just 3 epochs, which has provided
an F1 score of 0.7001. In another setup, we have
introduced a 50% dropout rate and extended the
training to 4 epochs, which has shown an F1 score
of 0.7026.

5.2 Evaluation Metrics

We have applied micro F1-Score evaluation metrics
according to guidelines set up by the organizer.
Moreover, we also have evaluated precision and
recall for all models.

5.3 Comparative Analysis

The performance of each model tested on the eval-
uation set is displayed in Table 2. We have de-
termined the best-performing model based on the
F1-score.
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. Average
Approach Classifier P R Fi
Decision Tree (TF-IDF) 0.48 048 0.48
Random Forest (TF-IDF) 0.53 0.56 0.56
SVM (TF-IDF) 0.54 057 057
ML XGBoost (TF-IDF) 0.51 0.53 0.53
Decision Tree (Word2Vec) 0.45 045 045
Random Forest (Word2 Vec) 0.50 052 0.52
SVM (Word2Vec) 0.40 0.50 0.50
XGBoost (Word2Vec) 050 0.52 0.52
DL Stacked BiLSTM (Word2Vec) | 0.57 0.57 0.57
BiLSTM+ CNN (Word2Vec) | 0.59 0.61 0.61
Bangla BERT Base 0.63 0.63 0.63
Transformer BanglaBERT 0.70 0.71 0.71
BanglaBERT (large) 0.71 0.70 0.7109

Table 2: Performance of various systems on test set. Here P, R, and F1 denote weighted Precision, weighted Recall,

and micro F1-Score respectively.

Among the ML models, SVM combined with
TF-IDF word embedding has given the highest mi-
cro Fl-score of 0.5688 while Decision Tree has
provided a micro F1-score of 0.4839, Random For-
est has shown an F1-score of 0.5555 and XGBoost
has given an F1-score of 0.5264. In addition, us-
ing Word2Vec embedding, Decision Tree, Radom
Forest, SVM and XGBoost model has given micro
F1-score of 0.4471, 0.5167, 0.5008, and 0.5239
respectively.

The stacked BiLSTM model, which consists of
an input layer with a text length of 400, a Word2 Vec
embedding layer, there BILSTM layer, and finally
one output layer, has provided a 0.5714 micro F1-
score. The combination of BiLSTM along CNN
has shown a micro F1-score of 0.6069 which sur-
passes all other DL and ML models in the evalua-
tion.

Bangla BERT Base has provided a 0.63 micro
F1-score which is better than the best perform-
ing DL model. In addition, BanglaBERT has
shown a micro F1-score of 0.7100. Furthermore,
BanglaBERT (large) pre-trained has archived the
best score of 0.7109 for this task.

The findings suggest that the transformer-based
models have delivered outstanding performance for
the assigned task. By comparison, DL models have
achieved better results than ML models. Moreover,
in transformer-based models, BanglaBERT outper-
forms Bangla BERT Base. BanglaBERT (large)
performs slightly better than BanglaBERT.
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5.4 Error Analysis

Table 2 illustrates that BanglaBERT (large) has
acquired the best performance for this task. An
observational error analysis has been conducted for
the best-performing model. From Figure 2, it has
been observed that the model classifies 594 samples
of Neutral class correctly and misclassifies 259 as
Positive and 424 as negative. Furthermore, 446
samples of the negative class have been incorrectly
classified as Neutral. The main reason behind this
problem is due to the use of an imbalance dataset.
Different size of text length has an impact on error.
Sentences with just a few words are not classified
correctly for all classes. In the case of neutral
sentences, the model misclassifies as negative and
for negative sentences model predicts as neutral
on a large scale due to a rich set of inflections in
the Bangla language, unable to capture all subword
information.
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6 Conclusion

In this research work, we have explored various
transformer-based models for analyzing sentiment
in the Bangla language. To train and evaluate dif-
ferent models, we have employed a dataset made
available through the BLP Workshop in conjunc-
tion with EMNLP-2023. Additionally, we have
conducted a comprehensive comparison among dif-
ferent ML, DL, and transformer-based approaches
for Bangla sentiment analysis. We have found that
the BanglaBERT (Large) model has outperformed
the others, achieving the highest micro F1-Score of
0.7109.

In the future, we intend to investigate various
architectures and employ ensemble methods to en-
hance model performance. Additionally, we will
apply different techniques to address issues arising
from the use of an imbalanced dataset.

Limitations

We have explored only 100-dimensional word em-
bedding for ML and DL models. Other word em-
bedding techniques and hyper-parameter tuning
should be further analyzed. Hyper-parameter set-
ting for the BERT model should be an option to
investigate beyond. Removal of the impact of text
length variation must be addressed.

Ethics Statement

In this paper, we have experimented with different
models and techniques that have been ethically im-
plemented. Our aim is to develop a system that
finds the sentiment of Bangla text for the better-
ment of our society and culture. Moreover, we
have shared the implementation details in a GitHub
repository for reproducibility.
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