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Abstract

We present the comprehensive technical de-
scription of the outcome of the BLP shared task
on Violence Inciting Text Detection (VITD).
In recent years, social media has become a
tool for groups of various religions and back-
grounds to spread hatred, leading to physical
violence with devastating consequences. To
address this challenge, the VITD shared task
was initiated, aiming to classify the level of vio-
lence incitement in various texts. The competi-
tion garnered significant interest with a total of
27 teams consisting of 88 participants success-
fully submitting their systems to the CodalLab
leaderboard. During the post-workshop phase,
we received 16 system papers on VITD from
those participants. In this paper, we intend to
discuss the VITD baseline performance, error
analysis of the submitted models, and provide a
comprehensive summary of the computational
techniques applied by the participating teams.

Warning: The paper examples and the cor-
responding dataset contain violent inciting,
derogatory, abusive, and racist comments. .

1 Introduction

Social media’s growth over the past decade has
reshaped the distribution of information to the
broader public (Ferguson et al., 2014). However, it
has also surfaced as a potential breeding ground for
provoking violence among different groups, from
religious to ethnic to gender-based distinctions. In
fact, many of the violent incidents of the recent
past era can directly or indirectly be attributed to
incitement from social media (Mengii and Mengii,
2015). Such platforms can act as catalysts for the
incitement of violence and the radicalization of

* Authors have equal contributions

individuals or groups (Recuero, 2015). Extrem-
ist ideologies and hate speech can spread rapidly,
leading to real-world acts of violence. Acts of vi-
olence, triggered or fueled by content shared on
social media, can inflict physical harm to individ-
uals and communities with dire consequences that
include physical injuries, destruction of properties,
and even loss of human lives.

In the recent past, numerous studies were
conducted into areas like hate speech detection
(Warner and Hirschberg, 2012; Waseem and Hovy,
2016; Davidson et al., 2017; Karim et al., 2020;
Romim et al., 2021), abusive content identification
(Nobataetal., 2016), and misinformation detection
(Shu et al., 2017; Hossain et al., 2020), aiming to
understand and prevent harmful social media ac-
tivities. There have been several workshops that
contributed datasets and organized shared tasks on
online harmful content detection in different lan-
guages (Bosco et al., 2018; Fersini et al., 2018;
Zampieri et al., 2019; Basile et al., 2019). How-
ever, to the best of our knowledge, there exists no
research work on the violence incitement in the
Bengal Region (Bangladesh and West Bengal in In-
dia), the residence of more than 272 million'-? peo-
ple of many diverse background. Therefore, this
shared task seeks to bridge this gap by contribut-
ing a novel dataset on VITD for the development
of new systems and methodologies with the objec-
tive to advance our collective understanding and
capabilities in this crucial domain. In this paper,
we discuss the following:

1. Dataset Overview: VITD task presents an in-
triguing challenge centered around the catego-

'https://en.wikipedia.org/wiki/Bangladesh
*https://en.wikipedia.org/wiki/West_Bengal
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Category Definition

Example

desocialization, and resocialization.

It refers to killing, rape, vandalism, deportation,

M e G @A Bibe
(The shop should be set on fire )

It refers to use of derogatory language, abusive
remarks, slang or any form of justification

Passive Violence
for violence.

AARCAD (M, AT A I% 4
(Blame the government,
stop the government brokering)

It refers to discussions about social rights or
general conversational topics that do not

Non-Violence
involve any form of violence.

%) e I e «mm
(Thanks to Jamuna TV for revealing the truth)

Table 1: The Table depicts examples of 3 different categories: Direct Violence (Red), Passive Violence (Yellow),
& Non-Violence (Green). We also show the English translation using Google Translator service.

rization of textual content into three distinct
and vital categories: Direct Violence, Passive
Violence, and Non-Violence. We discuss how
this dataset was prepared for the task.

2. Baseline Performance: We present the
Macro-F1 score of VITD using both multilin-
gual and Bangla BERT models.

3. Team Statistics: We discuss the participant’s
demographics in terms of gender and back-
ground.

4. Error Analysis: We present a detailed error
analysis of each model submitted by the 27
teams.

5. Comprehensive System Summary: We also
discuss the computational techniques used by
different teams for the shared task.

2 Dataset Overview

The Vio-Lens dataset addresses the challenges of
Violence Incitement Text Detection (VITD). It
comprises data from YouTube comments related
to violent content from Bangladesh and West Ben-
gal. The dataset categorizes violence incitement
into three classes: Direct Violence, Passive Vio-
lence, and Non-Violence. The description of each
category along with relevant examples is provided
in Table 1. The dataset features 6046 samples: 786
samples for direct violence, 2058 for passive vi-
olence, and the remaining 3202 for non-violence.
This distribution illuminates a discernible class im-
balance within the dataset, underscoring the need
for careful consideration when designing and im-
plementing classification algorithms or methodolo-
gies. For a detailed description of the Vio-Lens
dataset, we refer the reader to the dataset paper

Saha et al. (2023)3.

3The dataset is publically available in https: //github.
com/blp-workshop/blp_taskl/tree/main/dataset

3 Task Description and Evaluation

3.1 Task Definition

The shared task provides a classification task on
three categories of violence, Direct Violence, Pas-
sive Violence, and Non-Violence, as discussed be-
low:

* Direct Violence: This category encompasses
explicit threats directed towards individuals
or communities, including actions such as
killing, rape, vandalism, deportation, deso-
cialization (threats urging individuals or com-
munities to abandon their religion, culture,
or traditions), and resocialization (threats of
forceful conversion). The detection of direct
violence is crucial due to its potential to have
severe consequences in the future.

» Passive Violence: This category includes
instances characterized by the employment
of derogatory language, derogative terms, or
abusive remarks aimed at individuals or com-
munities. Moreover, any attempt to ratio-
nalize or justify violence is classified within
this category. Acknowledging these nuanced
forms of hostility is key to understanding the
breadth of online aggression.

* Non-Violence: Content within this category
addresses non-violent matters, ranging from
discussions about social rights to general con-
versations that are free from any violent im-
plications. It’s crucial to distinguish these be-
nign exchanges from those that carry a more
harmful intent.

3.2 Task Organization

We ran our competition on the CodaLab 4. plat-
form. There were two primary phases: (i) the Trail

*https://codalab.lisn.upsaclay.fr/
competitions/14620
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phase started on 16 July 2023 and ended on 15 Au-
gust 2023, and (ii) the Test Phase, which began on
16 August 2023 and ended on 18 August 2023. We
provided a training phase with the text and label,
while the test phase contained only text data.

Models F1 Score (Macro)
Majority Voting 23.350
MBERT 63.282
DistilIBERT 59.863
XLM-RoBERTa (base) 66.062
BanglaBERT (base) 71.073

Table 2: The table shows the outcomes (macro-F1) clas-
sification using majority voting, MBERT, DistilIBERT,
XLM-RoBERTa, and BanglaBERT for the test set. All
the experiments used the same dataset and parameters
for a fair evaluation. We observe that BanglaBERT
achieved the best macro F1 score.

3.3 Evaluation Metrics and Baselines

We evaluated all participating systems with Macro-
F1 score. We are providing five baseline models
(see Table 2) to benchmark a range of simple to
complex systems for VITD. The simplest baseline
model is the Majority Baseline, where all the cate-
gories are predicted as the majority Non-violence
class. We provided four other fine-tuned Large
Language models: XLM-RoBERTa (Liu et al.,
2019), MBERT (Devlin et al., 2019), DistilIBERT
(Sanh et al., 2019), and BanglaBERT (Bhattachar-
jee et al., 2021). The first two are Multilingual
models, while the third were monolingual ones.
We ran all the models using the following param-
eters: learning rate le-5, train batch size 8, eval-
uation batch size 8, epochs 50, evaluation steps
250, and early stopping patience 5. Among the
four baselines, the monolingual BanglaBERT pro-
vided the best Baseline with the highest macro F1
score of 78.791 on the dev set and 71.073 on the
test phase.

3.4 Team Statistics

Our contest attracted 27 teams containing mem-
bers from around the world. Among the contes-
tants, 69 were male and 19 were female (Figure
1). The contest attracted participants including un-
dergraduate students, graduate students, and pro-
fessionals containing 13 undergraduates majority,
7 graduates majority, and 7 professionals majority
teams.

Female

°

10 20 30 40 50 60 70
Gender Distribution

Undergrad

Professional

°
w

6 9 12 15
Profession Distribution

Figure 1: The figure shows gender distribution among
the contestants and professions of each category of par-
ticipants.

4 Participants Results

The baseline model with the best performance,
BanglaBERT (Bhattacharjee et al., 2021), was out-
performed by 16 teams. We display the ranking
and best-performing models performance for each
team in Table 3. We also report precision, recall,
and F1 score for each category. Team DeepBlueAl
achieved the highest overall performance, obtain-
ing the Macro-F1 score of 76.044.

We observe that the highest precision, recall,
and F1 score were reported for the Non-Violence
category and worst on the Direct Violence category
- indicating potential challenges in identifying ex-
plicit content. This may be due to the data imbal-
ances in the dataset. Specifically, Non-Violence oc-
cupies 51.44%, 53.90%, and 54.37% of data on the
train, validation, and test sets, respectively. On the
other hand, Direct Violence is represented in only
14.41%, 14.74%, and 9.97% of the corresponding
sets. In terms of team performance, a total of 20
teams surpassed the benchmark F1 score for the
Direct Violence, and 17 teams achieved that for
Non-Violence, while only 11 teams were found to
cross the benchmark for Passive Violence. In par-
ticular, three teams: DeepBlueAl, Aambela, and
NLP_CUET, exhibited high F1 scores across all
three categories.

4.1 Error Analysis

A total of 27 teams participated in the VITD task.
Among the 2,016 test samples, 506 unique sam-
ples were accurately predicted by all participating
teams. There are a total of 72 samples that were in-
correctly predicted by all the 27 teams. Addition-
ally, there are a total of 214 unique samples that
were incorrectly predicted by exactly one of the 27
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Direct Passive Non-Violence
Rank Team F1 score (macro) R i P R i 3 R i

1 DeepBlueAl 76.044 56.811 85.075 68.127 85.634 63.839 73.147 83.800 90.146 86.857
2 Aambela 76.041 59.286 82.587 69.023 84.404 63.978 72.785 82.872 90.055 86.314
3 NLP_CUET 74.587 61.004 78.607 68.696 73.745 71.488 72.599 83.868 81.113 82.468
4 Team Embeddings 74.418 52.761 85.572 65.275 81.122 66.342 72.992 84.755 85219 84.986
5 Semantics Squad 74.413 57.664 78.607 66.526 81.607 63.561 71.462 82.149 88.595 85.250
6 NLP_BD_ PATRIOTS 74313 54276 82.090 65.347 78.537 67.177 72.414 85.141 85219 85.180
7 the linguists 73.978 54485 81.592 65.339 80.000 65.090 71.779 83.540 86.131 84.816
8 Panda 73.808 54430 85.572 66.538 85.655 57.302 68.667 81.870 91.058 86.220
9 EmptyMind 73.797 52.266 86.070 65.038 82.130 63.282 71.485 83.554 86.223 84.868
10 Mavericks 73.699 55932 82.090 66.532 82.863 61.196 70.400 80.840 87.774 84.164
11 LowResourceNLU 73.468 54.574 86.070 66.795 85.983 57.163 68.672 80.590 89.781 84.937
12 VacLM 72.656 50.286 87.562 63.884 80.536 62.726 70.524 83.183 83.942 83.560
13 LexicalMinds 72.551 51.562 82.090 63.340 83.080 60.779 70.201 81.453 86.953 84.113
14 Score_IsAll_You Need 72.376 55.805 74.129 63.675 82.163 60.223  69.502 79.624 88.777 83.952
15 winging_it 71.207 45316 89.055 60.067 83.622 60.362 70.113 83.212 83.668 83.439
16  Semantic_Savants 71.179 51.235 82.587 63.238 82.200 57.163 67.432 79.530 86.496 82.867
- Baseline 71.073 46.690 84.081 60.033 79.680 62.732 70.194 83.271 82.663 82.970
17 BpHigh 70.978 53.741 78.607 63.838 80.639 56.189 66.230 78.624 87.591 82.866
18  SUST Black Box 70.680 47.500 85.075 60.963 83.128 56.189 67.054 81.368 86.861 84.025
19  Team_ Syrax 70.450 56.226 74.129 63.948 84.703 51.599 64.131 76.390 91.515 83.271
20  Blue 70.012 45938 81.592 58.781 82.927 56.745 67.382 81.320 86.588 83.871
21 Team CentreBack 69.390 50.530 71.144 59.091 78.435 57.163 66.130 79.074 87.226 82.950
22 UFAL-ULD 69.009 47447 78.607 59.176 75215 60.779 67.231 80.399 80.839 80.619
23 BanglaNLP 68.110 53.650 73.134 61.895 78.602 51.599 62.301 74.646 86.496 80.135
24  KUET NLP 60.332 36.557 77.114 49.600 75.204 38.387 50.829 76.327 85.310 80.569
25 Shibli CL 38.427 37.727 41.294 39.430 68.421 01.808 03.523 58.469 94.799 72.329
26  Team Error Point 31.913 08.150 18.408 11.298 31.959 08.623 13.582 63.816 79.653 70.860
27  lixn 31.426 36.000 17.910 23.920 25.000 00.139 00.277 55.126  96.168 70.080

Table 3: The table shows the performance of each

team along with the best-performing baseline model

(BanglaBERT-base). It contains precision (P), recall (R), and F1 scores of individual categories, and finally a

macro F1 score across all categories for final judgment.
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Figure 2: The bar plot shows the number of unique sam-
ples (Y-axis) that were predicted wrong by exactly N
number of teams (X-axis) out of total 27 teams.

teams. A detailed visualization of these errors can
be seen in Figure 2. In summary, a total of 1,510
samples were predicted incorrectly by one or more
teams.

For the Direct Violence category, out of 201 test
instances, 75.05% were predicted accurately by all
the teams, while 6.80% were mistakenly identified
as Passive Violence, and 18.15% were misclassi-
fied as Non-Violence. The Passive Violence test
set comprises of 719 samples. Of those, 53.37%
were correctly classified by all the teams, while
13.45% were categorized incorrectly as Direct Vi-

olence, and the rest samples were erroneously cat-
egorized as Non-Violence. For the Non-Violence
category, which had 1,096 samples in the test set,
an impressive 87.19% were correctly categorized
by all the teams. Only 5.54% of those samples
were incorrectly identified as Direct Violence, and
the remaining 7.27% were misclassified as Passive
Violence (see Figure 3).

Direct
Violence

5.54%

727%

Passive
Violence

Predicted Category

Non

Violence

18.15%

33.18%

Direct
Violence

Passive
Violence

True Category

Violence

Figure 3: Confusion matrix illustrating category distri-
bution among 27 teams.

We present a few examples from each of the cat-
egories, that were predicted wrong by all the teams
(see Table 4). For the Non-Violence category, no
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teams misclassified the same samples, indicating
that the category may be easier to predict than the
rest.

Example

(SIME TS TG FHAMA (€61 Sl F9

(I will judge riotous dogs like you)

(741 TF O W TR FF 7

Te1o1 Aot g qm

(See you in the field if you

say something bad about Qur’an)
TN @i SR @3 (R R N W_w
AT Tow, 9 AR (AT 1 T (o

I T (O7 FAICAT LA Fell 2 |
(According to Islamic law, this girl should be
confined inside the house, why she outside?

In Islam, women are used as sex slaves,

if she goes out of this house, Islam is insulted.)
«f T2 AN | ALAr, A{eToNe, e,
4, €491

(Religion means madness, conflict, abuse,
fighting, murder, rape.)

Category

Direct Violence

Direct Violence

Passive Violence

Passive Violence

Table 4: This table presents some samples that all the
teams predicted wrongfully. It is also to be noted that
such wrong predictions were only observed either for
Direct or Passive Violence categories.

5 Participants System Description

In this section, we present a comprehensive sum-
mary of each submitted system for the shared task.

AAmbela (Fahim, 2023) stood second in the
competition with an overall Macro-F1 score of
76.040 for the test set. They propose an instruction-
finetuned csebuetnlp-BanglaBERT (Bhattacharjee
et al., 2022) with three classification heads. As
BanglaBERT’s vocabulary does not fully cover the
tokens in the data, the team added them as special
tokens that were learned during the training phase.
They also observe the significance of emojis in the
dataset, and removing them often leads to a minor
result. On the other hand, converting emojis to
text and normalizing the text leads to a better result.
They experimented with various approaches such
as traditional classifiers (SVM, Random Forest,
XG-Boost) with Tf-IDF embeddings, Deep learn-
ing models (LSTM), and transformer-based ar-
chitectures (mBERT-case, mDeBerta-v3 base (He
et al., 2021a,b), XLM-Roberta base, SagorSarker-
BanglaBERT (Sarker, 2020), BanglaBERT (Bhat-
tacharjee et al., 2022). Finally, BanglaBERT
trained on three epochs with a batch size of 16
came out on the top.

NLP_CUET (Hossainetal., 2023) achieved 3rd
rank in this task with an overall Macro-F1 score
of 74.587. They preprocessed data by removing

unwanted characters and employed feature extrac-
tion methods like TF-IDF and Word2Vec. Af-
ter investigating several machine learning, deep
learning, and transformer-based models, they pro-
pose a hybrid method using GAN (Goodfellow
et al., 2020) and Bangla-ELECTRA. Here, they
considered both labeled data and unlabeled data for
model training. The generator and discriminator
are both multilayer perceptrons with a single hid-
den layer of 512 neurons. The generator input is a
randomly generated vector of 100 dimensions, and
it outputs a fake transformer embedding vector for
a single token. The transformer-based model pro-
cessed the input text, generating a contextualized
embedding vector for the CLS token. These em-
bedding vectors from the transformer and genera-
tor were then input into the discriminator. The out-
put of the discriminator is extended to K+1 classes
where k is the number of classes in this classifica-
tion task, and the extra class is “REAL.” In this ap-
proach, they focused on determining whether the
embedding produced by the transformer-based ar-
chitecture is real or fake. During the testing phase,
they discarded the generator and used the BERT
and discriminator model to classify the input data.
They masked the prediction output for the 'TREAL’
class during testing.

Seamntic Squad (Dey et al., 2023) received
the fifth rank with an overall Macro-F1 score of
74.413. They applied a preprocessing step of re-
moving punctuation, lemmatization, and oversam-
pling/undersampling. Afterward, they used dif-
ferent transformer-based models such as XLM-
Roberta (base and large), BanglaBERT (Bhat-
tacharjee et al., 2022) (base and large), and
mBERT. Among the approaches, BanglaBERT-
base achieved the highest result.

nlpBDpatriots (Raihan et al., 2023) received
sixth in the competition with a macro f1 score of
74.313. They applied a rigorous data augmentation
process, including translation and back-translation
to make the dataset 7 times larger. They applied
Statistical machine learning models (Linear Re-
gression, Support Vector Machine), GPT-3.5, and
various transformer-based approaches. Their two-
step approach first classified violence and non-
violence with MuRIL(Khanuja et al., 2021), and
later XLM-RoBERTza to classify violence and non-
violence on the larger dataset performed best.

the linguists (Tariquzzaman et al., 2023)
achieved 7th rank in this task with an overall
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Macro-F1 score of 73.978. Firstly they collected
6.8 million data samples from Facebook and
YouTube. Then they applied some preprocessing
steps which resulted in a refined dataset containing
3.8 million samples. After that, they applied a
semi-supervised methodology for training where
the training of the informal FastText word em-
bedding model was done by making use of the
preprocessed unlabeled data. These embeddings
were then integrated into the LR, SVM, LSTM,
BiLSTM, and GRU models which were fine-tuned
using the labeled data. And they got the best result
from BiLSTM.

EmpytyMind (Das et al., 2023b) achieved
Oth rank in this task with an overall Macro-
F1 score of 73.797. They first preprocessed
the dataset and then normalized the text. Af-
ter that, they applied statistical machine learning-
based approaches (Random Forest and Support
Vector Machine, XG-Boost), deep learning-based
approaches (one three bidirectional LSTM layers
and the other four LSTM layers), and transformer-
based approaches using a two-step hierarchical ap-
proach. In the hierarchical approach, they first
classified the text into violence and non-violence
categories, then further classified the violence cat-
egory into direct violence and passive violence to
combat the imbalance dataset, and it yielded the
best performance.

Mavricks (Page et al., 2023) received 10th
place in the competition with an overall Macro-
F1 score of 73.699. They applied different
transformer-based models (BanglaBERT, Ban-
glishBERT, MuRIL, XLLM-Roberta, and BengaliB-
ERT) and ensembled them. They applied differ-
ent ensembling methods among which hard voting
came out on top.

LowResourceNLU (Veeramani et al., 2023)
achieved 11th rank in this task with an over-
all Macro-F1 score of 73.468. Here, they
aggregate three BERT-based language models.
They configured the first model by incorporating
two heads, one for Masked Language Modeling
(MLM) and the other for classification, within
the BanglaBERT-large framework. They used
mBERT as their second model. As their third
model, they used BanglaBERT-base by incorporat-
ing two classification heads. The first head focuses
on the Bangla version of the XNLI dataset (Con-
neau et al., 2018). The second head is dedicated to
the dataset. Initially, they extracted individual pre-

dictions from each model using the argmax func-
tion, selecting the class with the highest confidence
score for each model. Then they applied another
argmax operation, this time on the maximum logit
values obtained from each model. Because of the
incorporation of MLM in the first model, the F1
score is enhanced by a substantial margin. Simi-
larly, the joint pretraining with XNLI significantly
increased the performance of the third model. The
combination of three models exhibits superior per-
formance as compared to the use of a single model
alone.

VacLM (Chatterjee et al., 2023) ranked 12th on
the competition with an overall Macro-F1 score of
72.656. They introduced external information by
incorporating data from Karim et al. (2020) and
manually annotating them. They observed aug-
menting data from external sources in this way ac-
tually hampers the performance in the 3-way clas-
sification task but generally performs better for the
violence and non-violence classification task.

Score Is_All You Need (Ahmed et al., 2023)
received 14th place in the competition with an
overall Macro-F1 score of 72.376. They applied
a two-step approach to first classify violence and
Non-Violence. Afterward, from the violence cate-
gory, they classify direct and passive violence us-
ing transformer-based approaches. They applied
BanglaBERT, M-BERT, and XLM-RoBERTa us-
ing an exhaustive hyperparameter search to fit the
model.

SUST _Black Box (Shibu et al., 2023) ranked
18th in the competition with an overall Macro-
F1 score of 70.680. They applied to incorpo-
rate data from similar sentiment and hate speech-
related datasets for data augmentation. They
used different transformer-based techniques such
as SagorSarker-BanglaBERT(Sarker, 2020), M-
BERT, and RoBERTa on the augmented dataset.
Finally, they applied different ensembling meth-
ods to the augmented dataset.

Team_Syrax (Riyad et al., 2023) received 19th
in the competition with an overall Macro-F1 score
of 70.450. They applied traditional preprocess-
ing steps such as emoji and punctuation removal.
Then, they applied data augmentation from the
Bengali hate speech detection dataset (BAD, BD-
SHS). They applied different ensemble methods
such as bagging and hard majority voting for the
classification.

Team CentreBack (Alamgir and Haque, 2023)
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ranked 21st in the competition with an overall
F1 score of 69.390 in the test set. They applied
several approaches using transformer-based archi-
tectures (BanglaBERT and XLM-Roberta) and a
two-stage approach where they first classified vi-
olence and non-violence and then further clas-
sified the violence into direct and indirect vio-
lence. They also applied a few-shot approach with
SBERT but it ultimately resulted in a poor perfor-
mance. Among those approaches, BanglaBERT
(20 epochs received the highest approach with the
stage approach closely behind.

UFAL-ULD (Mukherjee et al., 2023) ranked
22nd in the competition with an overall Macro-F1
score of macro 69.009 for the test set. They ap-
plied different transformers-based models: XLM-
Roberta-base, XLM-Roberta-large, BanglaBERT-
Sagor, BanglaBERT-BUET and BanglaBERT-
BUET-large. They used focal loss to handle the is-
sue of class imbalance and applied simple data aug-
mentation techniques like synonym replacement,
insertion, deletion, swap, and shuffle.

BanglaNLP (Saha and Nanda, 2023) ranked
23rd in the competition with an overall Macro-
F1 score of 68.110 for the test set. They used a
general paraphrasing technique for data augmen-
tation. In addition using general classification
techniques such as logistic regression, SGD classi-
fier, and multinomial naive bayes with ensembling
techniques such as majority voting and stacking.
They finally used BanglaBERT (Sarker) (Sarker,
2020) and Multilingual-E5-base as transformer-
based model, with the later ultimately provided the
best performance.

Team Error Point (Das et al., 2023a) ranked
26th with an overall Macro-F1 score of 31.913.
They applied different traditional machine learn-
ing classifiers along with CNN and LSTM. Their
combination of LSTM and CNN achieved the high-
est performance.

6 Discussion

6.1 Popular Architechture

The large majority of the participants (14 teams)
employed transformer-based methods.  They
used mBERT, mDeBerta-v3 base, XLM-Roberta
(base and large), SagorSarker-BanglaBERT,
BanglaBERT (base and large), MuRIL, etc.
Notably, variants of BanglaBERT consistently
outperformed other models.  Several submis-
sions explored statistical machine learning

methods leveraging FastText and Word2Vec for
word-embeddings and subsequently used SVM,
Logistic Regression, and XGBoost for classifica-
tion. Another popular technique used by some
teams is the two-steps approach to first classify the
violence and non-violence and then subsequently
classify them into Direct and Passive Violence.
NLP_CUET used a GAN-based architecture.
Please see Table 5 for details.

6.2 Popular Methods

Ensembling of different classifiers and transform-
ers is the most prominent method used by the par-
ticipants. Among the ensembling methods, hard
voting gave the best results. Some teams used
a two-step approach to classify the violence cate-
gory and then the direct and passive violence from
that category. Some teams tended to add more
data to the dataset. They primarily adopted two
approaches: One of the approaches included op-
erations on the dataset such as insert, substitution,
deletion, translation, and back-translation. The
other approaches included datasets from similar
datasets such as the Bangla Hate Dataset (Romim
et al., 2021), and XNLI Dataset (Conneau et al.,
2018), etc.

6.3 Insights

Generally, most of the successful process has been
monolingual pre-trained language model modi-
fied with various task-specific process. Specially
BanglaBERT (Bhattacharjee et al., 2022) has been
the most impactful monolingual model. Emojis
played a crucial role in the dataset build-up pro-
cess and played a crucial role in the annotation. So,
removing those has a negative impact on the pre-
diction (Fahim, 2023). Also, statistical machine
learning methods such as SVM, and XGBoost em-
bedded after Fastext or Word2Vec don’t capture
the complex context of the dataset and fall short
in the prediction. Deep Learning methods such
as RNN, LSTM, and Bi-LSTM generally perform
better than the statistical machine especially Das
et al. (2023b) showed a significant score using a
combination of Istm and bi-Istm with a two-step
approach. Ultimately BanglaBERT (Bhattacharjee
et al., 2022) was the most prominent for all the
teams having a vast amount of pretrained knowl-
edge of Bangla at its disposal.
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. Statisu:cal Deep Transformer
Team Name Embedding Mad”.ne Learning Based Approach GAN
Learning
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S8 _ sz .s55S5z83sz 5% 83528 % g if
SSg/554858588g388¢g|" g8 = %x& = I B
AAmbela v v v v v v v v v
NLP_CUET v VvV v v vV v v v v
Seamntic Squad v v v v
nlpBDpatriots v v v v v
the_linguists v v v v v v
EmpytyMind v v v v v v v
Mavricks v v v
LowResourceNLU v v
VacLM v v v
Score_Is_All_You_Need v v v
SUST_Black_Box v v v v
Team_Syrax v v v
Team CentreBack v v
UFAL-ULD v v v v
BanglaNLP V|V v v v v
Team Error Point Vv v v v v v v v

Table 5: This table shows the most popular techniques used by different teams.

7 Limitations

Quantitative Limitations: The main limitation
of the shared task arises from the dataset. First
of all, the dataset is small in size, with only 4k
data points for the training and validation sets, and
around 2k data points for the test set. This often
creates problems in terms of over-fitting on large
models. Additionally, the dataset is highly imbal-
anced with only a minor fraction of the data for
direct violence creating a challenge for class detec-
tion which is also reflective of the participant’s re-
sults.

Qualititive Limitations: Emojis play a crucial
role in sentence classification, so removing any
emoji during preprocessing leads to a loss of con-
text. The dataset consists of data from Bangladesh
and West Bengal, comprising only in Bengali lan-
guage. Therefore, the nature of violence-inciting
text’s nature may differ based on culture and lan-
guage. Finally, the dataset requires a hectic pro-
cess to annotate and validate thus expanding the
correct data is much more difficult.

Procedural Limitations: The dataset is fully an-
notated by Bangladeshi residents, all undergradu-
ate students, with an expert resolving the dispute.
The annotation is done based on previous litera-
ture, personal observations, and a strict framework
for annotators to rely on. Then relying on a ma-
jority vote and expert adjudication to produce is
used to reach a gold standard label. Several previ-
ous studies reveal that annotator identity is a crit-
ical determinant of data annotation patterns (Sap

etal., 2019; Larimore et al., 2021; Waseem, 2016)
and so majority voting doesn’t always capture the
subjective nature of the annotation (Davani et al.,
2022). Nonetheless, the definition of violence and
its subcategories in taxonomy and how the authors’
builders built their dataset and the annotators ap-
plied their best judgment are based on societal pa-
pers primarily from Galtung (1969, 1990), does
not take FRS (Faith, Religion and Societal Impact)
into account. Therefore, any dataset and corre-
sponding systems will have the mentioned limita-
tions. Thus, others with different cultural, societal,
or religious backgrounds may disagree with some
of the annotations.

8 Conclusion

In this paper, we have presented an overview of
the shared task on the Violence Inciting Text Detec-
tion (VITD) dataset. The contest fostered submis-
sions from 27 teams with 16 teams outperforming
the highest baseline system BanglaBERT (Bhat-
tacharjee et al., 2021), and 17 teams submitted the
system paper. The system description and subse-
quent analysis and limitations discussion demon-
strate the successful completion of the task.

The task has some vast scope for improvement.
As mentioned in Saha et al. (2023), there is signifi-
cant unlabelled data ready for further improvement
of the systems to invoke larger systems without
over-fitting the larger models. A potential scope
for improvement is adding more data from huge un-
labelled data. A future version of the task may be
arranged with the challenge of more data from dif-
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ferent sources, languages, and regions. Also, real-
time violence detection models can be the next step
of the task.

Ethical Considerations

We release the dataset and baseline classes and
individual systems for specific classes containing
violence-inciting texts. We also shared the par-
ticipants’ system descriptions. The malicious ac-
tors can use this information to train a generative
model and use it for malicious purposes (Kirk et al.,
2022). However, we believe that the risk is negli-
gible to the huge potential of such systems in de-
tecting violence-inciting text detection. The anno-
tators were interviewed by the task organizers and
they assured that they were given proper mental
support and did not face any challenges at the time
or after completing the annotation procedure.
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