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Abstract

Punctuation restoration is the endeavor of
reinstating and rectifying missing or improper
punctuation marks within a text, thereby erad-
icating ambiguity in written discourse. The
Bangla punctuation restoration task has re-
ceived little attention and exploration, despite
the rising popularity of textual communication
in the language. The primary hindrances in
the advancement of the task revolve around
the utilization of transformer-based methods
and an openly accessible extensive corpus,
challenges that we discovered remained
unresolved in earlier efforts. In this study, we
propose a baseline by introducing a mono-
lingual transformer-based method named
Jatikarok! , where the effectiveness of transfer
learning has been meticulously scrutinized,
and a large-scale corpus containing 1.48M
source-target pairs to resolve the previous
issues. The Jatikarok attains accuracy rates
of 95.2%, 85.13%, and 91.36% on the
BanglaPRCorpus, Prothom-Alo Balanced,
and BanglaOPUS corpora, thereby estab-
lishing itself as the state-of-the-art method
through its superior performance compared
to BanglaT5 and T5-Small. Jatikarok and
BanglaPRCorpus are publicly available at
https://github.com/mehedihasanbijoy/
Jatikarok-and-BanglaPRCorpus.

1 Introduction

The continuous effort to bridge the linguistic gap
between human natural language and digital de-
vices has propelled natural language processing
(NLP) to its current level of advancement. Despite
these advances in NLP, Bangla language process-
ing continues to present significant challenges in-
cluding multimodal complexities stemming from
intricate language rules. Proper punctuation place-
ment, particularly in the Bangla language, plays
a pivotal role in further reducing this barrier and
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facilitating downstream Bangla natural language
processing (BNLP) tasks.

Previous studies have highlighted the domi-
nance of transformer-based models such as BERT
(Fuetal.,2021), RoBERTa (Nagy et al., 2021), and
ALBERT (Shi et al., 2021) and have showcased
their efficacy in leveraging contextual information
for punctuation restoration in high-resource lan-
guages. Additionally, architectural enhancements
such as attention mechanisms has also shown
good performance (Yi and Tao, 2019). Follow-
ing the trend of domain-specific fine-tuning of pre-
trained models, alongside post-processing tech-
niques, has also achieved close to adequate per-
formance (Chordia, 2021). Cross-lingual augmen-
tation strategies enhance transformer models for
languages with diverse resources, which is non-
existent in (Alam et al., 2020). The study con-
ducted by (Rahman et al., 2023) only restored four
types of punctuation marks in the Bangla language.
However, there are at least nine more punctua-
tion marks that need to be addressed to exhaus-
tively capture the meaning. Moreover, it should
be pointed out that deep learning models may
not be capable of covering a significant propor-
tion of punctuation in cases where the corpus is
comparably small (Monsur et al., 2022). How-
ever, transformer-centric approaches have started
demonstratring impressive performance in various
BNLP tasks, including grammar and spelling er-
ror correction (Bijoy et al., 2022). Surprisingly,
transformer-based methods have yet to be applied
in any studies for the Bangla punctuation restora-
tion task. Consequently, in this study, we leverage
the impressive capabilities of transformers and ini-
tiate an investigation into their unexplored poten-
tial for the task.

In this study, we propose a transformer-based
method named Jatikarok for the task with a
uniquely tailored architecture of six encoder and
decoder layers, optimizing the balance between
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model complexity and computational efficiency
for Bangla punctuation restoration, while en-
hancing its performance through transfer learn-
ing, which consequently renders it a mono-
lingual method.  Furthermore, we introduce
BanglaPRCorpus, a large-scale parallel corpus for
the task consisting of 1.48 million source-target
pairs. The contributions of this paper are summa-
rized below:

* A monolingual transformer-based method
called Jatikarok has paved the way for
the first-ever monolingual transformer-based
baseline in the Bangla punctuation restoration
task.

* We benchmarked our proposed method on
various corpora, and it has emerged as the
state-of-the-art approach on two additional
corpora, namely Prothom-Alo Balanced and
BanglaOPUS, in addition to ours.

* The effectiveness of transfer learning from
the Bangla grammatical error correction task
has been scrutinized for its ability to capture
intricate linguistic patterns within this spe-
cific task.

* A large-scale parallel corpus comprising
1.48M source-target pairs has been devel-
oped by incorporating 16 Bangla punctuation
marks and made publicly available, making
Bangla no longer a resource-scarce language
for the task.

The subsequent sections of the paper are orga-
nized as follows: Section 2 presents an in-depth
analysis of the background of Bangla punctuation
restoration; the process of constructing our corpus
is expounded upon in Section 3; Section 4 elu-
cidates the architecture of our proposed method;
Section 5 presents the tangible results derived from
our empirical study; Section 6 culminates our in-
vestigation by offering concluding remarks and
outlining potential avenues for future research.

2 Literature Review

The task of punctuation restoration has garnered
widespread attention, leading to the emergence
of novel insights within methods and datasets.
We delve into an examination of the recent stud-
ies conducted for punctuation restoration. Our
extensive studies identified several contemporary
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transformer-based and deep learning methods in
the realm of Bangla punctuation restoration tasks
and in various high and low-resource languages
such as Transformer (Lai et al., 2023; Nguyen
etal.,2019; Wu et al., 2022), RNN (Rahman et al.,
2023; Kim, 2019) and Hybrid (Yi et al., 2020;
Bakare et al., 2023).

Among RNN-based methods (Rahman et al.,
2023) proposed a novel approach comprised of
a bidirectional recurrent neural network (BRNN)
model with an attention mechanism. The authors
trained a large Bangla dataset focusing specifically
on predicting the exclamation mark and achieved
96.8% accuracy with various post-processing tech-
niques. Likewise, (Kim, 2019) took a similar ap-
proach to solve the task.

The advent of NLP has seen the employment
of transformer-based methods where M-BERT,
BERT, RoBERTa, BioBERT, and ELECTRA have
been utilized (Sunkara et al., 2020; Huang et al.,
2021). (Alam et al., 2020) explored transformer-
based language models to restore punctuation and
improved Bangla training and evaluation data
whereas (Monsur et al., 2022) utilized inadequate
supervision and proposed a unique method for ac-
quiring dialogue data in languages with few re-
sources and evaluated the dataset by finetuning
BanglaBERT (Bhattacharjee et al., 2022). Predict-
ing punctuation for sequences instead of individ-
ual tokens by utilizing RoOBERTa-base, (Courtland
et al., 2020) proposed an innovative approach to
solving the task. (Guerreiro etal., 2021) followed a
homogeneous approach and proposed a contextual
embedding-based punctuation prediction model.
RoBERTa outperformed other transformer-based
models in the comparison.

Our study has also revealed that the implemen-
tation of hybrid models has yielded exceptional re-
sults in addressing complex natural language pro-
cessing tasks. By taking advantage of the evalu-
ation of different BERT transformer models using
LSTM and GRU with a linear neural network layer
(Bakare et al., 2023) proposed a robust punctuation
restoration algorithm. Besides, (Makhija et al.,
2019) proposed a LSTM-CRF(Conditional Ran-
dom Field) model that uses pre-trained BERT em-
beddings to make tagging decisions that take step
interdependence into account to solve the punctu-
ation restoration problem.

A thorough analysis found that transformer-
based methods outperform RNN-based ones.



While RNNs may struggle with feature coverage
and handling large datasets, transformers do not
face these challenges. However, a downside of
transformer-based approaches is that they require
huge datasets to perform effectively.

3 Corpus Creation

We consider a total of 16 distinct punctuation
marks, including period(’ I’), comma(’,”), excla-
mation mark (’!”), question mark (°?’), semicolon
(’;”), Bangla colon ('8"), colon (’:”), double quo-
tation mark (), single quotation mark (*), hyphen
(’-"), opening parenthesis (’(’), closing parenthe-
sis (°)’), opening curly brace (’{’), closing curly
brace (’}’), opening square bracket (’[’), and clos-
ing square bracket(’]’), to curate the corpus. The
details of these punctuation marks are delineated
as follows:

Period( ): A definitive halt, denoting the terminus
of a sentence in Bangla.

Comma(,): An eloquent separator, orchestrating
rhythm within lists, crafting succinct pauses, and
clarifying sentence structure.

Exclamation Mark(!): A linguistic exclamation
point, amplifying emphasis, evoking astonishment
or fervor, typically crowning the culmination of
sentences.

Question Mark(?): An inquisitive note, framing
direct queries. Its presence, positioned at sentence
conclusions, signifies an inquest for insight.
Semicolon(;): A poised pause, surpassing a
comma’s subtlety yet shying from a full stop’s
grandeur. It adroitly links kindred concepts.
Bangla Colon(::8): A signal which indicates that
what comes next is elaborating on, explaining, or
providing examples related to the preceding clause
or phrase.

Colon(:): An introducer of elucidation, explana-
tions, and verbatim passages within sentences, col-
onizes text with structured context.

Double Quotation Mark(”): A textual embrace
for direct discourse or citations in Bangla script,
encapsulating borrowed expressions.

Single Quotation Mark(’): An enigmatic gesture,
encircling quotes within quotes or indicating nu-
anced semantics, an annotation of depth.
Hyphen(-). A linguistic bridge, tethering word
parts, fusing compound lexemes, and demarcating
ranges with subtle precision.

Opening Parenthesis( ( ): A grammatical cradle,
ensconcing auxiliary or clarifying content, nurtur-
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ing intricate sentence ecosystems.

Closing Parenthesis() ): A tender closure, round-
ing out preceding parenthetical, nurturing textual
harmony and enclosure.

Opening Curly Brace({): A technical flourish,
sometimes corralling supplementary information
or code within contexts of expertise.

Closing Curly Brace(}): A counterpart to the
opening brace, it brings closure, marking the ambit
of enclosed insights or code.

Opening Square Bracket([): A gateway to lists,
references, and augmented text in Bangla, wel-
coming expanded textual horizons.

Closing Square Bracket(]): The ultimate gate-
keeper, sealing the opening bracket’s portal, con-
cluding augmented textual exploration.

3.1 Data Sourcing

We source our data from a publicly available
Bangla paraphrase corpus (Akil et al., 2022).
This dataset comprises approximately 466,000
carefully produced pairs of artificially created
rephrased sentences in the Bangla language.
These rephrased sentences have been meticulously
crafted to uphold both the meaning’s coherence
and the diversity of sentence structure, guarantee-
ing their outstanding quality.

3.2 Data Preprocessing

We consider 72 distinct characters that fre-
quently occur in Bangla text denoted as DC' =
{DC1,DCs, ..., DC7}, in addition to 16 Bangla
punctuation marks represented by PM
{PM,y,PMs, ..., PMg} and a space SP, result-
ing in a set of 89 Bangla characters represented by
C = {DC + PM + SP} = {C},Cs,...,Cg}.
Next, we take into account each of the sentences
indicated as S = {S1, 59, ..., SN}, where N rep-
resents the number of characters in the sentence.
We iterate through each of the characters S; € S
and remove any character that is not present in the
unique character set C'.

3.3 Punctuation Removal Procedure

We randomly remove N punctuation marks from
a sentence S, based on their availability, where
N >=1 & N <= 10. To achieve this, we follow
these steps: (Step 1) Initially, we count the number
of punctuation marks, Py, present in the sen-
tence. If P,y 1s less than the number of punctua-
tion marks we intend to remove from the sentence,
we simply skip the sentence. (Step 2) Otherwise,



to remove a punctuation mark PM; € PM, we
begin by shuffling the list of punctuations, PM.
(Step 3) Proceeding to the next step, we iterate
through the list of punctuations, PM, and deter-
mine whether the sentence contains the specific
punctuation mark, PM;. (Step 4) If the punctu-
ation mark is present such that PM; € S, we re-
move it from the sentence and continue with the
process. (Step 5) Finally, we repeat these steps
from 1 to 4 for N times to achieve the removal of
the desired N punctuation marks from a sentence.

3.4 Corpus Statistic

Our proposed Bangla punctuation restoration cor-
pus (BanglaPRcorpus) consists of 1.48 million
source-target pairs. In these pairs, the source sen-
tences lack punctuation, while the target sentences
are the corrected versions where missing punc-
tuation is restored. To do so, we systematically
eliminated punctuation marks in varying quanti-
ties, ranging from 1 to 10, within each sentence.
Moreover, the minimum, maximum, and average
number of words in a sentence of our corpus is 2,
127, and 12.9, respectively.

4 Methodology

4.1 Problem Formulation & Overview

Consider two sequences of tokens, X7
{.731, Ty euny J,‘n}, and Y[ = {yl, Y2, ..uy yk}, where
X7 represents an erroneous input sequence with
missing punctuation marks, and Y7 represents the
corresponding corrected sequence with punctua-
tion marks restored. The encoder (E(-)) of our
method takes an erroneous input sentence X7,
which is first tokenized using a pre-trained tok-
enizer (7'(+)), and generates a representative vector
of the sentence, denoted as V' = [V4, Va, ..., Vs12].
Subsequently, the decoder (D(-)) utilizes the
representative vector V, along with the previously
generated tokens, to autoregressively generate
the corresponding correct sentence. The entire
procedure can mathematically be abbreviated as
follows:

Y = D((B(T([X1]), W), Dy

out)?WD) (1)

4.2 Motivations

Bangla is the fifth (Bhattacharyya et al., 2023)
most spoken language, considering the num-
ber of speakers. Beyond mere documentation,
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Bangla serves multifarious communicative pur-
poses, highlighting its diverse utility. A method
aimed at enhancing typing proficiency by rectify-
ing misused punctuation could offer substantial ad-
vantages. The endeavor of punctuation restoration
holds significant importance to its enhancement of
text lucidity and interpretability, thus circumvent-
ing potential ambiguities. Consequently, it con-
tributes to the amelioration of downstream NLP
tasks.

4.3 Jatikarok

In this section, we provide the details on Jatikarok.

4.3.1 Encoder

Given an input sequence of tokens X
{z1,29,...,x,}, where n is the sequence length,
we assigned unique discrete values to each word.
We ensured uniform input dimension by expand-
ing each input sequence X; by incorporating
padding. Subsequently, each token, x;, under-
goes an embedding layer E to convert discrete
inputs into continuous vector representations us-
ing a trainable matrix in a latent space, such that
E; = Embed(x;). Notably, these matrices are
fine-tuned via backpropagation during training to
minimize the loss. These embeddings are subse-
quently combined with positional encodings PE
to account for token order where PE; represents
the positional encoding for x;. The combined
embeddings, denoted as Z; = E; + PE;, are
then fed into a stack of K identical layers, each
composed of two main components: a multi-head
self-attention mechanism and position-wise feed-
forward networks. The self-attention mechanism
computes weighted representations for each token
by attending to all tokens in the sequence X using
learnable query (Q), key (K), and value (V) vec-
tors. This self-attention mechanism is defined as
follows (Vaswani et al., 2017):

Attention(Q,K, V) = softmax(Q—\;}:)V (2)

The self-attention mechanism calculates weighted
representations of each token by considering in-
teractions with all other tokens in the sequence,
enabling the capture of contextual dependencies.
The position-wise feedforward networks intro-
duce non-linearity through two linear transforma-
tions followed by a non-linear activation func-
tion, ReLU, enhancing the acquired representa-
tions. The outputs of each layer are sequentially
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Figure 1: (Top) Jatikarok is initially trained on the Bangla Grammatical Error Correction (BGEC) task. (Middle)
The insights acquired during the BGEC training are preserved for subsequent knowledge transfer to the Bangla
Punctuation Restoration (BPR) task. (Bottom) Jatikarok is then fine-tuned on BPR corpora, leveraging the knowl-

edge gleaned from the BGEC task.

propagated through the stack of K identical layers,
yielding refined representations that encode both
local and global dependencies, incorporating rich
contextualized portrayals of the input sequence X.

4.3.2 Decoder

Firstly, the target sequence, which is denoted
as' Y = {y1,y2,...,Ym}, Where m is the se-
quence length, is embedded into a latent space
using learned embeddings: Ey; = Embed(y;).
To convey information about token order, posi-
tional encodings PEy; are added to these embed-
dings (Ey;). The resulting embeddings Zy; =
Ey; + PEy; are then passed through a stack of
L similar decoder layers, each composed of two
primary components: a masked multi-head self-
attention mechanism and position-wise feedfor-
ward networks. The computation of masked multi-
head self-attention follows the same equation as
regular multi-head self-attention (as given in Equa-
tion 2), with the crucial distinction that it enforces
a restriction preventing the model from attending
to tokens that occur in the future within the se-
quence. In contrast, the position-wise feedfor-
ward networks introduce non-linearity through lin-
ear transformations followed by a non-linear ac-
tivation function (ReLU), enhancing the learned
representations similar to the encoder’s feedfor-
ward networks. The obtained representations from
each layer are sequentially propagated through the
stack of L similar decoder layers, resulting in re-
fined target sequence representations denoted as
Y.
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4.3.3 Hyperparameters

To maintain consistency, a hidden size dimension
of 512 is employed across all layers within the
encoder and decoder. Moreover, the feedforward
neural network layers, which consist of 2048 neu-
rons, contribute significantly to the model’s depth
and capacity. In order to mitigate the risks of over-
fitting, a dropout ratio of 0.1 is applied, thereby
promoting robust and effective learning. The in-
corporation of the ReLLU activation function in-
troduces essential non-linearity to the network’s
computations. Throughout the training process,
a learning rate of 5 x 1077 is applied, and the
model undergoes 100 epochs of training using
the AdamW optimizer. This optimization pro-
cess is carefully guided by the categorical cross-
entropy loss function, which effectively steers the
model towards achieving the desired translation
outcomes.

5 Experimental Analysis

5.1 Datasets

* BanglaPRCorpus (Ours). It consists of
1,481,149 (1.48M) source-target pairs. We
split the corpus into training and test sets,
keeping 85% of the data in the training set
and 15% in the test set, with each type of
erroneous sentence, based on the number of
punctuation removed, to maintain a balanced
distribution. As a result, our training and
test sets comprise 1,258,977 (1.26M) and
222,172 (222.1K) source-target instances, re-



BanglaPRCorpus

Method #Params.

Prothom-Alo Balanced BanglaOPUS

ACC PR RE F1 Fo0.5

ACC PR RE F1 Fo0.5 ACC PR RE F1 Fo.5

BiLSTM (Rahman et al., 2023) | 11.54M - - - - -

BanglaT5 247.53M || 83.94% 0.839 0.839 0.839 0.841

T5-Small 60.5IM || 72.67% 0.728 0.727 0.727 0.728

Jatikarok 74.36M 952% 0.953 0952 0.952 0.955

- 0.594 0.44 0.506 — - 0.546 0.394 0.458 -

76.53% 0.77 077  0.77 0.783 || 80.66% 0.806 0.806 0.806 0.813

7495% 074 0.75 075 0.761 || 74.81% 0.748 0.748 0.748 0.754

85.13% 0.85 0.851 0.845 0.852 || 91.36% 0.914 0.914 0914 0.92

Table 1: The juxtaposition of the quantitative performance of different existing methods across various corpora.

spectively.

* Prothom-Alo Balanced (Rahman et al.,
2023). It encompasses a total of 80150
source-target pairs after our meticulous pre-
processing. The corpus was partitioned into
training and test sets by maintaining an 85%
and 15% split. Consequently, the resultant
training set and test set comprise 68128 and
12022 source-target pairs, respectively.

* Bangla OPUS (Tiedemann, 2012). Fol-
lowing a comprehensive text preprocessing
phase, we identified a total of 877,299 source-
target pairs within the corpus. Subsequently,
we divided the corpus in an 85:15 ratio to
establish distinct training and test sets. This
division resulted in 745,705 pairs within the
training set, while the test set comprised
131,594 pairs.

5.2 Baselines

* BanglaT5(Akil et al., 2022). It is a pre-
trained language model developed by fine-
tuning the T5(Raffel et al., 2020) architecture
specifically for the purpose of Bangla para-
phrase task.

+ T5-Small(Raffel et al., 2020). It is a vari-
ant of the Text-To-Text Transfer Transformer
(TS) architecture featuring a smaller num-
ber of parameters (=70M) compared to larger
versions of T5 (220M).

5.3 Performance Evaluation

We evaluate the effectiveness of our model in
restoring (i)unctuatlons with accuracy, precision,

recall, and the F-beta score. Mathematically, ac-
curacy(Eq. 3), precision(Eq. 4), recall(Ec%. 5), and
the F3 score(Eq. 6) can be defined as follows:
B TP+TN
Accuracy_TP—FFP—&—TN—FFN 3)
. TP
Precision(PR) = TPLFP “
_TP+TN
Recall(RE) = TPTEN (5)
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PR x RE
B2 x PR+ RE

Where TP, TN, FP, and FN mean True Positive,
True Negative, False Positive, and False Negative.

fB score = (1 + °) x 6)

5.4 Main Results
5.4.1 Quantitative Results
The quantitative performance of different

transformer-based methods on various corpora
has been presented in Table 1. Our proposed
model, Jatikarok, demonstrates significant per-
formance superiority over both BanglaT5 and
T5-Small across all three corpora, establishing
itself as the new state-of-the-art method. It
surpasses BanglaT5 and T5-Small in all evalu-
ation measures, including accuracy, precision,
recall, F1 score, and F0.5 score. Our method
outperforms BanglaT5, which is the second-best
model in comparison, despite having a parameter
size three times smaller. It achieves 11.26%,
8.6%, and 10.7% higher accuracy scores on the
BanglaPRCorpus, Prothom-Alo Balanced, and
BanglaOPUS corpora, respectively. However,
for multiple punctuation marks removed in a
sentence, we did not consider them in the metrics
individually, rather we calculated the overall ac-
curacy, precision, recall, and F-scores considering
the whole sentence.

5.4.2 Qualitative Results

The qualitative performance of BanglaT5, TS5-
Small, and Jatikarok has been juxtaposed in Table
2, effectively highlighting the superiority of our
Jatikarok over BanglaT5 and T5-Small. The ex-
amples in the table explicitly illustrate that as the
number of missing punctuation marks increases in
a sentence, the performance of other methods de-
creases, while our Jatikarok maintains better ac-
curacy. For instance, all methods performed well
when only one punctuation mark was missing in a
sentence. As the number increases to two, only our
Jatikarok correctly corrects the sentence. How-
ever, when punctuation marks increase rapidly, all



(Input) FreffiFeaz @bt fofF @ fcs s
(BanglaT5) Freifkeecag @bt fsfy e face =i 1 ()
(T5-Small) FrelFeIRE @bl i e e s 1 (/)
(Jatikarok) FrefiFere @b fofi @i fte »i@w 71 (v)

(Input) ff Tgss fRgpiet (4 2000 AT
(BanglaT5) foff srgadss fR@iet (AT 2000 AT 1 (%)
(T5-Small) TS rss Rrg1et (AT 2000 AT 1 (%)
(Jatikarok) T S&-55 RgI=l (I 2000 AT 1 (V)

(Input) &g R SFIE @2 A4l $20000590000
(BanglaT5) g R3¢ SACH, @2 A2 520000590000 | (%)
(T5-Small) f5g K9 ST @2 A2 330000590000 1 (x)
(Jatikarok) g @@ SI1ITa, ©B T4 $20,000,590,000 1 (%)

Table 2: The qualitative performance of different
transformer-based methods.

methods fail, as demonstrated in the last exam-
ple. For an erroneous input "% a9 @ia1ica 2
A 300005000007, Jatikarok generated output
Ty e SEItE, €3 24 $20,000,590,000 17,
where the actual correction is “fF% =9 @ICH,
93 A $20,000-590,000!”, which is superior
to the corrections made by the other two meth-
ods. It accurately reinstated a comma between
two words in the middle of the sentence (... 2<I(S,
@3..)), a task where the other two methods failed.
Moreover, it also added commas in the number
(5R0,000,590,000) to enhance readability, a feat
the other two methods did not accomplish.

5.5 Ablation Study

Table 3 illustrates how model performance im-
proves with larger corpus sizes. The corpus con-
sisting of 1.5M instances displayed the most sub-
stantial performance, while the corpus containing
148.1K instances showed the least significant per-

formance. The corpus consisting of 740.5K
Inference
Method Corpus
Size Acc PR RE F1 F0.5
Jatikarok 148.1K  83.31% 0.833 0.833 0.833 0.834
Jatikarok  740.5k  89.72% 0.897 0.897 0.896 0.897
Jatikarok 1.48M  952% 0.953 0952 0952 0.953

Table 3: The impact of the corpus size on our proposed
method.

instances demonstrated intermediate performance,
surpassing the smaller corpus size but falling short
of the 1.5M corpus. A clear pattern emerges:
larger corpus sizes correspond to improved perfor-
mance. The 1.5M corpus achieved an impressive
accuracy of 95.2%, surpassing the 740.5K corpus
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by 5.48%, and the 148.1K corpus by 11.89%.

6 Conclusion

This study addressed the primary obstacle hin-
dering the progress of the task by introducing a
comprehensive baseline. Specifically, we intro-
duced the groundbreaking Jatikarok, a monolin-
gual transformer-based method meticulously de-
signed to harness the power of transfer learning
by adapting knowledge from Bangla grammatical
error correction to effectively tackle intricate lin-
guistic patterns inherent to this specific task. Fur-
thermore, the efficacy of our proposed Jatikarok
is validated across various corpora, solidifying its
status as a state-of-the-art method for this task by
outperforming BanglaT5 and T5-Small. In con-
junction with the model, a substantial parallel cor-
pus containing 1.48M source-target pairs has been
made publicly accessible, which has been carefully
curated by incorporating 16 Bangla punctuation
marks. Consequently, this resource eliminates the
scarcity of materials for Bangla, effectively trans-
forming it into a language well-equipped for punc-
tuation tasks. In our future study, we will empir-
ically investigate the effectiveness of knowledge
distillation through the transfer of knowledge from
the multilingual model to our monolingual model.
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