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Abstract

This paper introduces a novel informal Bangla
word embedding for designing a cost-efficient
solution for the task “Violence Inciting Text
Detection” which focuses on developing clas-
sification systems to categorize violence that
can potentially incite further violent actions.
We propose a semi-supervised learning ap-
proach by training an informal Bangla Fast-
Text embedding, which is further fine-tuned
on lightweight models on task specific dataset
and yielded competitive results to our initial
method using BanglaBERT, which secured the
7th position with an fl-score of 73.98%. We
conduct extensive experiments to assess the ef-
ficiency of the proposed embedding and how
well it generalizes in terms of violence classi-
fication, along with it’s coverage on the task’s
dataset. Our proposed Bangla IFT embedding
achieved a competitive macro average F1 score
0f70.45%. Additionally, we provide a detailed
analysis of our findings, delving into potential
causes of misclassification in the detection of
violence-inciting text.

1 Introduction

This study details our methods and results for the
“Violence Inciting Text Detection (VITD)” task
(Saha et al., 2023a), aiming to classify texts into
three violence categories: Direct Violence, Pas-
sive Violence, and Non-Violence with a goal to
identify texts that could lead to further violent
actions. Unlike hate speech that targets groups
based on attributes, violence-inciting texts advo-
cate harm. The misuse of social media, especially
in the Bengal Region, has escalated communal vio-
lence (Mathew et al., 2018), with hate speech being
a primary cause. This task aims to understand and
mitigate such violence.

Our study introduces a unique Bangla Fast-
Text(IFT) embedding trained on 3.8 million in-
formal Bangla text samples collected from infor-
mal data sources such as Facebook and Youtube

comments. We combine this with lightweight
ML and DL models like Logistic Regression
(LR), SVM, LSTM, BiLSTM, and GRU to
detect violence-inciting texts and compare the
performance with transformer models such as
BanglaBERT, mBERT, XLM-RoBERTa. To the
best of our knowledge, this is the first attempt to
use FastText embeddings with lightweight mod-
els for detecting violence inciting texts in Bangla.
Such methods have shown potential in various
Bangla text classification methods in previous
studies (Kowsher et al., 2022). Our contributions
can be summarized as follows:

* An informal Bangla FastText(IFT) embed-
ding trained on 3.8 million sample dataset
with better vocabulary coverage on VITD
dataset (Saha et al., 2023b) than the existing
BanglaBERT’s vocabulary.

* A cost-effective solution approach incorporat-
ing lightweight classification models and the
proposed IFT embedding, that offers 17 times
faster training and 1.54 times faster inference
speed than BanglaBERT, while having only
4% lower macro-fl score.

* Performance comparison of lightweight mod-
els like LR, SVM, LSTM, BiLSTM, GRU us-
ing the proposed IFT embedding with trans-
former models such as BanglaBERT, XLM-
RoBERTa and mBERT.

* Analysis of the classification performance of
all the models and how well IFT performs in
detecting violence inciting text.

Our work is particularly noteworthy for its devel-
opment of a versatile Bangla informal FastText
embedding, which can have broader implications
across various domains like Bangla text classifica-
tion, token classification, sentiment analysis, etc.
Both our informal FastText embedding and the
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training corpus will be made publicly available to
advance Bangla research '.

2 Related Work

We found several studies that addressed hate
speech detection and analysis in under-resourced
Bangla language. The concept of utilizing infor-
mal word embeddings is derived from the work of
Romim et al. (2022) where they discovered that
word embeddings generated from informal Bangla
texts are quite effective in identifying hate speech
in online comments, a finding further reinforced
by the work of Karim et al. (2020) using an LSTM
model. The potential of developing a Bangla word
embedding model from a vast corpus of Bangla
news articles and then using these embeddings to
classify Bangla document was also discussed in the
work of Ahmad and Amin (2016). Romim et al.
(2020) presented a hate speech dataset compris-
ing 30,000 user comments, underscoring the effi-
cacy of SVM while observing issues of overfitting
in deep learning models when utilizing BengFast-
Text embeddings due to class imbalance. Romim
et al. (2022) also introduced a dataset with 50,200
offensive comments, emphasizing linguistic diver-
sity and the challenges of identifying hate speech
targets. The study by Islam et al. (2021) focused
on sentiment analysis of informally written Bangla
texts, emphasizing the challenges posed by this
”noisy” text that includes various dialects, spelling
errors, and grammatical inaccuracies. Addition-
ally, it offered insights into the classification per-
formance on informal texts using FastText embed-
dings.Karim et al. (2021) introduced DeepHate-
Explainer, where they utilized an ensemble trans-
former model for explainable hate speech detec-
tion, achieving an Fl-score of 88%, while ac-
knowledging potential overfitting due to limited
dataset. Hate speech in romanized Bangla lan-
guage on social media platforms was studied by
Das et al. (2022). While there has been a consider-
able number of studies conducted for hate speech
detection, notably less research has been dedicated
to identify text that incites violence in the Bangla
language.

3 Task Description

The primary objective of this task is to detect and
categorize threats associated with violence, which

'https://github.com/Tariquzzaman-faisal/
VITD

have the potential to incite further acts of violence.
The task features three distinct categories:

 Direct Violence: Explicit threats targeting
individuals or communities, including mur-
der, sexual assault, property damage, forced
deportation, desocialization, and resocializa-
tion.

» Passive Violence:  Violence expressed
through derogatory language, abusive
remarks, slang, or justifications for violence.

* Non-Violence: Content unrelated to violence,
including discussions on social rights or gen-
eral topics.

3.1 Dataset Description

The dataset (Saha et al., 2023b) employed for this
task encompasses YouTube comments about the 9
most significant violent incidents occuring in the
Bengal region, which includes both Bangladesh
and West Bengal, in the last decade. The dataset
contains text written in the Bangla language, with
comment lengths of up to 600 words, and it is
categorized as either Direct violence, Passive vio-
lence, or Non-violence. The dataset consists of the
columns “text” and “label”, where the “text” col-
umn contains textual data extracted from social me-
dia, while the label” column assigns each sample
a numerical value of 0, 1, or 2, representing non-
violence, passive violence, and direct violence ac-
cordingly. Table 1 demonstrates a short instance
of the dataset.

Label Category Example

DV 2 I T4 MR 9@ 998
o ©ge  eAEe
SCAATH (PG ILHIM-
&9 e T T =et
A ZT R
HATPIEL A T OICed
weEE W ARk @R
TG I FCOI6! AT
TE @3 A TS AR
ErR o e @

PV 1

NV 0

Table 1: Label Instances of Direct Violence (DV), Pas-
sive Violence (PV), and Non-Violence (NV)

215


https://github.com/Tariquzzaman-faisal/VITD
https://github.com/Tariquzzaman-faisal/VITD

4 System Description

The System proposed for the VITD shared task
is based on IFT embedding that incorporates
sub-word information, enabling effective handling
of Out-Of-Vocabulary(OOV) words and captur-
ing morphological patterns. We follow a semi-
supervised methodology for training where the IFT
embedding is created by our collected unlabelled
data from social media comments. This embed-
ding is then finetuned on the task specific VITD
dataset (Saha et al., 2023b) and incorporated with
lightweight models like Logistic Regression (LR),
SVM, LSTM, BiLSTM, and GRU models. We car-
ried out extensive experiments to validate the effec-
tiveness of our method and utility of our proposed
embedding. Our proposed system is illustrated in
Figure 1. The configuration used for LSTM, BiL-
STM, and GRU models are included in the Table
3.

4.1 Embedding Dataset Construction

We gather a large informal text dataset of 6.8 mil-
lion samples from Facebook and YouTube, known
sources of Bangla abusive content (Romim et al.,
2020). To collect data efficiently, Facepager’
was employed, using the Facebook Graph API.
The preprocessing involves removal of redundant
words, symbols, and non-Bangla content, which
left us with a streamlined 3.8 million sample
dataset. It’s coverage on the VITD task’s datasets
is depicted in Table 2.

Dataset IFT BanglaBERT
Train 58.32% 35.00%
Dev 62.45% 40.49%
Test 58.35% 35.82%

Table 2: Vocabulary Coverage on task dataset

TNE
| ,% | (1)

In expression 1, |T'| denotes the total count
of unique tokens in the task dataset, while
|E| represents the dataset of IFT embeddings
and BanglaBERT’s vocabulary in their respective
columns as shown in Table 2. The term |7T'N E| de-
notes the count of unique tokens common to both
datasets. The term “Coverage” represents the pro-
portion of unique tokens in the training dataset cov-
ered by the embedding dataset. It is evident that

Coverage =

*https://github.com/strohne/Facepager

IFT provides better coverage compared to the ex-
isting vocabulary of BanglaBERT on this task.

4.2 Experimental Setup

Data Preprocessing

Removal of
Exirafcnng = Fetching data I — Noise, S9o9%s
@ @ alafrom fpy using ——|emoticon™ i i5e
social media | ¢/> Facepager [—— $500
and tag
Removal
of other
N Remove language's
«@7 No ittonath )l‘;\:ﬂ Ui‘)< Punctuation (& word
AN °

°

Savetotext .=
file

Create
FastText
Embeddings

Training

Passing 3-6 grams
Embeddings

BB 1o the model H
ol 3 e mmaa S0

&
Finetune SUM

on train

data
Make

predictions

favad on-fes >
o= dat-la—se; @1’]
Figure 1: Methodology of the Proposed System

The collected data is used to train a FastText
model using a 300-vector length and character n-
grams ranging from 3 to 6. The model employs
the Continuous Bag of Words (CBoW) algorithm
and specifies a minimum word count of 2 for the
training procedure. CBoW is chosen over Skip-
Gram because it efficiently learns word embed-
dings from the context in a more computation-
ally efficient manner, making it faster for training
on large datasets (Irsoy et al., 2021). Addition-
ally, CBoW tends to perform better on downstream
tasks like text classification when contextual infor-
mation is not as critical. Its simplicity and ability
to handle frequent words effectively make it a prac-
tical choice for our use case.

During the training process, the FastText model
picked up the ability to represent words as con-
tinuous vector representations by taking into ac-
count the character n-grams that make up individ-
ual words as well as information about their con-
text. The model was able to effectively capture
the semantic and syntactic subtleties of the lan-
guage after it leveraged the subword information
and contextual signals that were included within
the dataset. Significant consideration is given to
the settings of the hyperparameters, which helped
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to ensure that an optimal configuration is used,
which in turn maximized the embedding’s quality
and performance. The process is shown in Fig-
ure 1. After creating the IFT embedding, it is
integrated with LR, SVM, LSTM, BiLSTM, and
GRU models. Then the models are trained on the
labeled data containing non-violence, passive vi-
olence, and direct violence. To check the effec-

Hyperparameter Value
Max sequence length 256
Batch size 32
Units 150
Dropout 0.3
Learning rate 0.001
Optimizer Adam
Loss SCC
Embedding dim 300

Table 3: Hyperparameters of LSTM, BiLSTM and
GRU

tiveness of our proposed IFT embedding, we also
train a separate version of each of the models with
CBoW embedding. Apart from this, all the config-
urations are kept similar across these models.

5 Results and Findings

Table 4 demonstrates the positive impact of the
proposed IFT embedding on model accuracy. For
comparison, the accuracy of the transformer mod-
els is also presented in the same table. To provide a
comprehensive validation of this improvement, we
assessed the precision, recall, and F1 scores, as de-
tailed in Table 6. The macro F1 score, which gives
equal consideration to each class, provides a holis-
tic view of model performance, guaranteeing a fair
assessment that accounts for potential dataset vari-
ations. Intriguingly, the BILSTM model’s perfor-
mance not only aligns with the transformer models
but even surpasses mBERT and XLLM-RoBERTa
in macro-fl score. Among the transformer mod-
els, BanglaBERT emerges as a standout performer,
showcasing superior accuracy and F1 scores com-
pared to mBERT and XLM-RoBERTa. This un-
derscores the potential of specialized models tai-
lored for specific languages or regions. Our macro
F1 score of BanglaBERT improved to 74.6% as
shown in Table 6 due to better tuning of the pa-
rameters and the highest accuracy score of 78.67%
on test dataset.

If we focus on computational efficiency, table

Model Without With

IFT IFT
LR 52.48%  70.29%
SVM 55.06%  72.02%
LSTM 69.47%  74.50%
BiLSTM 64.38%  74.55%
GRU 69.25%  74.45%
mBERT (base) 71.11% -
XLM-RoBERTa(base)  72.22% -
BanglaBERT (base) 78.67% -

Table 4: Accuracy Comparison with and without the
Proposed InformalFastText(IFT) Embedding

5 shows the capabilities of our BILSTM+IFT hav-
ing an impressive 17 times faster training time
than BanglaBERT and faster inference by a factor
of 1.54. This remarkable speed, combined with
competitive accuracy, positions BILSTM-+IFT as
a cost-effective alternative for detecting texts that
may incite violence. For clarity, our training
spanned 6 epochs with 2,700 samples, while in-
ference was executed on 2,016 samples. All tests
were uniformly conducted on Google Colab using
a T4 GPU.

Model Training Inference
BanglaBERT 532.80 18.46
BiLSTM+IFT  31.23 11.98

Table 5: Speed comparison between BILSTM+IFT and
BanglaBERT in seconds

Key Observations:

* Incorporating IFT embeddings generally im-
proves the performance across models. This
is evident from the higher values in the rows
with IFT as compared to their counterparts
without IFT in table 4.

* BiLSTM with IFT has a macro F1 score of
70.5%, which is comparable to transformer
models. Notably, it outperforms mBERT
and XLM-RoBERTa, which have macro F1
scores of 65.8% and 67.4% respectively but
falls short of BanglaBERT’s 74.6%.

BanglaBERT has the highest macro F1 score
0f 74.6% among all models, reinforcing its su-
perior performance as observed in the accu-
racy Table.
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Model Non-violence

Passive Violence

Direct Violence Macro Average

P R F1 P

F1 P R F1 P R F1

LR(CBoW) 554 855 612 437 159 234 100 29 46 364 348 317
LR{FT) 69.8 899 786 77.0 462 577 576 493 53.1 68.1 61.8 63.1
SVM(CBoW) 545 970 698 493 32 59 222 1.0 19 39.0 337 259
SVM(IFT) 68.9 94.1 795 819 448 579 786 49.6 60.6 76,5 62.7 66.0
LSTM(CBoW) 69.2 92.0 79.0 79.9 448 574 624 488 547 70.5 61.8 63.7
LSTM(IFT) 73.5 899 809 798 559 657 667 567 613 733 675 693
BiLSTM(CBoW) 545 994 704 47.1 00 00 00 0.0 0.0 338 335 242
BiLSTM(IFT) 769 84.1 804 740 63.0 68.1 62.1 637 629 71.0 703 705
GRU(CBoW) 544 995 703 462 00 00 00 00 00 335 334 240
GRU(IFT) 73.9 903 81.3 82.1 529 644 603 642 612 72.1 692 693
mBERT 774 79.7 785 74.6 584 655 433 69.7 534 651 693 658
XLM-RoBERTa 80.2 80.8 80.5 742 572 646 447 79.6 573 664 725 674
BanglaBERT 88.0 825 851 633 827 717 831 562 67.1 781 73.8 74.6
Table 6: Model Performances with and without the Proposed InformalFastText(IFT) Embedding
* BanglaBERT offers the best accuracy and Confusion Matrix 500
overall performance, while BiLSTM+IFT
presents a compelling case as a cost-effective 5 [ 800
and efficient alternative, especially for appli- - 700
cations where speed is crucial as it is 17 times " 600
faster in training and 1.54 times in inference % g 500
for this particular task. 28
g 400
Our empirical findings indicate that the BiL- 300
STM-+IFT model exhibits a significant enhance- g 200
ment in performance upon the incorporation of 8 100

IFT embeddings. Furthermore, this model not
only demonstrates a marked cost-effectiveness
compared to transformer architectures like
BanglaBERT, mBERT, and XLM-RoBERTa,
but it also achieves accuracy metrics that are
competitive. This underscores the dual advantage
of BiLSTMH+IFT: its efficiency in computational
resources and its competitive accuracy in the
realm of NLP tasks.

Observation: The challenge of distinguishing
between passive and direct forms of violence is
common across models as depicted in Table 6,
likely due to the inherent textual similarity in
violent content. Models struggle in these areas
both with and without IFT embeddings. Yet, the
incorporation of IFT embeddings shows a clear
enhancement in classifying more challenging
categories, supporting our claims of model per-
formance improvement. The confusion matrix
in Figure 2 highlights the predictive capabilities
of our best model, BiLSTM, in per class classi-
fication and aiding a comprehensive analysis of

Direct

Non Passive
Predicted Labels

Figure 2: Confusion matrix for BILSTM+FastText

its strengths and weaknesses in differentiating
between violence forms.

6 Conclusion

This paper presents a cost-sensitive approach to
the detection of violence-inciting text in Bangla
using a semi-supervised method. Our results
show that applying the proposed IFT embedding
to lightweight models produces competitive perfor-
mance compared to larger transformer models, all
while maintaining cost-effectiveness. We believe
that enhancing the dataset’s size and coverage will
lead to improved performance across various as-
pects when using IFT, thereby broadening the po-
tential applications of our approach to other Bangla
text classification tasks.
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Limitations

Finding high-quality sources of diverse Bangla
hate speech and violence inciting texts was a chal-
lenge for us. As a generalized informal embedding
dataset, it shows the potential of enhancing the
performance of detecting violence inciting texts.
However, a larger dataset geared more towards vio-
lence inciting texts would yield better results. Fur-
thermore, better bangla text preprocessing tools
can also improve the overall scores of all the mod-
els. Also, the training data exhibited class imbal-
ance where the neutral label had significantly more
samples than the direct label. A more balanced
dataset could potentially yield better results.
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