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Abstract

In this study, we address the shared task
of classifying violence-inciting texts from
YouTube comments related to violent inci-
dents in the Bengal region. We seamlessly
integrated domain adaptation techniques by
meticulously fine-tuning pre-existing Masked
Language Models on a diverse array of infor-
mal texts. We employed a multifaceted ap-
proach, leveraging Transfer Learning, Stack-
ing, and Ensemble techniques to enhance our
model’s performance. Our integrated system,
amalgamating the refined BanglaBERT model
through MLM and our Weighted Ensemble ap-
proach, showcased superior efficacy, achieving
macro F1 scores of 71% and 72%, respectively,
while the MLM approach secured the 18th po-
sition among participants. This underscores
the robustness and precision of our proposed
paradigm in the nuanced detection and cate-
gorization of violent narratives within digital
realms.

1 Introduction

While fostering connections and facilitating infor-
mation dissemination, social media has inadver-
tently become a platform for propagating hostility.
Such hateful actions, encompassing communal vi-
olence, cyberbullying, and social platform attacks
disrupt online communities and erode the founda-
tional trust and safety intrinsic to such platforms
Romim et al. (2021). By utilizing the latest ad-
vancements in artificial intelligence and natural lan-
guage processing (NLP), we can effectively iden-
tify and prevent potential violent incidents, thus
creating a safer environment. In this context, we
will examine the BLP Shared Task 1: Violence
Inciting Text Detection (VITD).

Recent advancements in the field have high-
lighted the potential of informal text embeddings
in enhancing the accuracy of Hate Speech (HS)

† These authors have equal contributions

Figure 1: Words after exclusion of words in neutral class
and discarding most of the positive and neutral words

detection, evidenced by the work of (Romim et al.,
2022). Furthermore, the advent of Masked Lan-
guage Model (MLM) pre-training, exemplified by
models such as BERT (Devlin et al., 2018), has
revolutionized text classification tasks. The land-
scape of NLP has been significantly shaped by the
adoption of transfer learning in recent years. Pio-
neering methodologies such as ULMFiT (Howard
and Ruder, 2018; Khatun et al., 2020) have demon-
strated the superiority of fine-tuning language mod-
els over traditional deep learning algorithms, espe-
cially when confronted with limited datasets and
resources. This paradigm shift is further exempli-
fied by models like BanglaBERT (Bhattacharjee
et al., 2021), which builds upon the foundational
BERT architecture, benefiting from extensive pre-
training on diverse datasets. The burgeoning in-
terest in Bangla text classification has catalyzed
the development of several pivotal datasets and
transformer-based approaches (Alam et al., 2020;
Hasan et al., 2023; Islam et al., 2020), further en-
riching the ecosystem and setting the stage for our
research.

Our approach to the VITD task (Saha et al.,
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2023a) is informed by these advancements, lever-
aging Transfer Learning (TL) and MLM training
to incorporate informal texts into our models. Dur-
ing training, we have used a large volume of simi-
lar informal data collected from various domains
(Islam et al., 2021; Kabir et al., 2023; Romim
et al., 2022) using domain adaptation along with the
VITD dataset. Utilizing our approaches, we have
gotten better results than the benchmark models.

2 Dataset

The class distribution of training, validation, and
test set of the VITD dataset by Saha et al. (2023b),
facilitating the main classification task, is shown in
Table 1. Each dataset contains three output classes
namely Neutral(N), Passive Violence(PV), and Ac-
tive Violence(AV).

Labels Train Validation Test
Neutral 1,389 717 1,096
Passive Violence 922 417 719
Active Violence 389 196 201

Table 1: Class distribution of VITD datasets

In total, we have 2,700 instances in the final
dataset for training and 1,330 instances for the de-
velopment set. The mean text length of the in-
stances is 17.51 ± 14.4 as shown in Figure 2 and
detailed in Table 2.

Figure 2: Histogram of text lengths of VITD dataset

Metrics Values
Maximum Text Length 110
Minimum Text Length 1
Mean 17.51
Standard Deviation 14.4

Table 2: Some relevant metrics related to the length of
the VITD dataset texts

In our endeavor to understand the linguistic nu-
ances of the dataset, we constructed a word-cloud
Filatova (2016) (as depicted in Figure 1). This was
achieved by judiciously excluding words from the

neutral class and systematically discarding a major-
ity of the positive and neutral terms. This visual-
ization offers insights into the specific linguistics
that warrant detection. A salient observation from
our analysis is the dataset’s substantial inclusion of
informal and colloquial expressions. Notably, such
vernacular terms are often absent from the training
corpora of widely recognized pre-trained models.

To get a deeper insight into the linguistic traits
of the AV and PV classes, all words of the neutral
class were excluded from the AV and PV classes.
The resultant set of words of AV class and PV
class is represented by the closed circular curve on
the left and right respectively of the Venn diagram
(Figure 3). This AV and PV set consists of 2702
and 8259 words respectively, while the intersec-
tion contains 245 words. From the word samples
presented in the Venn diagram, the words unique
to AV class(excluding the set of PV words from
AV set) encompass most of the words that indicate
violence of some form, and the words unique to
PV class(excluding the set of AV words from PV
set) hold most of the words related to dehuman-
ization. While words common to both classes are
predominantly linguistically dehumanizing, only a
small portion of them consist of violence-inciting
words. The ratio of dehumanizing-natured words
within the intersection set significantly exceeds the
ratio of such words in the exclusive PV class set. In
these sets, neutral words also exist in a significant
amount.

Figure 3: Venn diagram of AV and PV words set exclud-
ing neutral class words

3 System description

3.1 Dataset for MLM Training and TL

Task related datasets have been divided into three
groups based on their usage, as shown in Table 3.

For MLM training, 9,674 text samples labeled as
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‘Negative’ sentiment from the BanglaBook dataset
by Kabir et al. (2023), 6,807 text samples labeled as
‘Aggressive’ from the BAD dataset by Sharif and
Hoque (2022), 24,156 text samples labeled ‘Hate
Speech’ from the BD-SHS dataset by Romim et al.
(2022) and negative emotion-sentiment dataset
from Alam et al. (2020). This group also includes
the VITD (train and dev) dataset. Only the negative
class samples have been taken for MLM training.

The BD-SHS containing 50,281 samples labeled
‘Hate Speech’ or ‘Non Hate’ has been used for TL.

Used for Dataset(s)

MLM training BanglaBook, BAD, BD-SHS,
emotion-sentiment

Transfer learning BD-SHS (with labels)
Fine-tuning VITD (with labels)

Table 3: Used dataset groups

3.2 Masked Language Model Training
The Masked Language Model (MLM) is a piv-
otal neural network architecture in NLP that pre-
dicts omitted words within sentences. Leveraging
hidden tokens minimizes the divergence between
predicted and actual words while accounting for
bidirectional context. To ensure that the linguis-
tic representations align with specific domains, we
have employed domain adaptation techniques to
fine-tune the MLM. In our research, we have metic-
ulously adjusted parameters such as learning rates,
weight decay, and batch sizes and selectively frozen
specific encoder layers for optimization. We have
primarily used pre-trained BanglaBERT which is
actually the ELECTRA model (Clark et al., 2020)
for extensive contextual learning through Masked
Language Modeling from our expansive dataset.
In this model, tokens are replaced with feasible
alternatives, enabling the model to distinguish be-
tween the original and substitute tokens. This dis-
criminator model is quite effective and represents
an intriguing development in NLP tasks.

3.3 Fine Tuning Pre-Trained MLM
Leveraging contextual linguistic knowledge, we
have fine-tuned the pre-trained ELECTRA model
from section 3.2 for improved text classification.
Specifically, we froze the Encoder layers of the
MLM-trained model to achieve desired classifica-
tion results. Utilizing the best checkpoint from
the pre-trained MLM and minimizing the differ-
ence between training and validation loss, we have
obtained the highest macro F1 score.

3.4 Transfer Learning from BD-SHS dataset

We employed TL through downstream model train-
ing, leveraging the BD-SHS dataset, to train our
model on the VITD dataset as our parallel approach
for violence detection, which we refer to as TL ap-
proach. To address class imbalance, we upsampled
the classes PV and AV by iteratively replicating
samples until their sizes matched that of class N.
To implement TL, initially we finetuned pre-trained
BERT-based models with domain-related dataset
as described in section 3.4.1. In the next step, as
described in section 3.4.2, we further finetuned
the model we had trained in the initial step (from
section 3.4.1) keeping the embedding layer non-
trainable. We utilized the models produced from
section 3.4.2 for our validation and test on VITD
dataset.

3.4.1 Training Transformers-based Models on
BD-SHS Dataset

We have trained the BERT-based models, Mono-
lingual BanglaBERT-base (sagorBERT) (Sarker,
2020), mBERT cased (Devlin et al., 2018), as well
as XLM-RoBERTa (Conneau et al., 2019) on BD-
SHS dataset keeping training epochs low. For each
training epoch, we have randomized the order of
our training data and implemented gradient clip-
ping (Pascanu et al., 2013). We fine-tuned the pre-
trained BERT variants using the Adam optimizer
while limiting the input length to a maximum of
256 tokens. We took outputs experimenting with 1
and 2 layers of multi-head attention, followed by a
linear layer as classification head.

3.4.2 Fine-Tuning Models Trained on
BD-SHS dataset with VITD Dataset

We have discarded the classification head of the
trained models on the BD-SHS dataset and added
two tanh-activated nonlinear layers (for sagor-
BERT) and a linear layer as the new classification
head for training on the VITD dataset. In the first
training session, we had all the model layers frozen,
including the embedding and encoder layers of the
models except the classification head, and trained
on the VITD dataset. In the second training session,
we kept the classification head frozen and unfroze
the encoder layers of the previously trained models.
We have trained with gradient clipping on the up-
sampled dataset for both sessions by shuffling the
data samples at each epoch.
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3.5 Ensemble Approaches

In our study, we have primarily explored two en-
semble techniques: Stacking (Wolpert, 1992) and
Weighted Ensemble (WE). For stacking, we have
incorporated four models: TL-based sagorBERT,
mBERT, XLM-RoBERTa, and the MLM-trained
BanglaBERT. Utilizing 60% of the VITD dataset’s
development set, we have trained a deep neural
network comprising three non-linear ReLU layers,
culminating in a softmax layer. This model was
validated against the remaining 40% of the devel-
opment set and subsequently evaluated on the test
set. In our WE approach (Huber and Kim, 1996),
we have selected seven models, all evaluated on the
VITD dataset:

1. Four models have been trained solely on the
training data including TL-based sagorBERT,
mBERT, XLM-RoBERTa, and MLM-trained
BanglaBERT.

2. Three models have been trained on both the
training and validation data encompassing
TL-based sagorBERT, mBERT, and XLM-
RoBERTa. The optimal hyperparameters for
these models were determined through rigor-
ous validation.

To mitigate potential validation data leakage,
models trained on both training and validation data
were assigned minimal weights. Conversely, the
model exhibiting the highest validation macro F1
score was accorded the maximum weight. After ex-
perimenting with diverse weight configurations on
the validation set, we finalized the weights, opting
for the label with the majority consensus.

4 Experimental Setup

We have presented our approach to strengthen a
VITD model using a pre-trained MLM which is an
ELECTRA model based on Transformers Network
(Vaswani et al., 2017) which we have referred to as
MLM approach. To facilitate the VITD model, first
we have used pre-trained MLM on texts to compre-
hend contextual representations. The final classi-
fication has been done by freezing the 6 encoder
layers of the ELECTRA model and fine-tuning the
hyperparameters of the model. During both pro-
cesses, we utilized a learning rate of 2e-5 and ran
the model for 10 and 50 epochs respectively in
which the epoch with the highest Macro F1-score
is stored as the final result. For stacking, we have

trained a deep neural network for 21 epochs with
a learning rate of 0.03. For WE, we have assigned
the fine-tuned BanglaBERT a weight of 3 and other
TL-based models a weight of 1. We have used the
mini-batch training paradigm for our experiments.
Corresponding all the codes are publicly available
at this repository.1

5 Results

We present our results using the macro F1 score for
both the validation and test datasets, as detailed in
Table 4. Notably, our SUST_Black Box’s approach
for BLP-2023 Task 1 achieved the highest macro F1
scores of 0.85 on the validation set and 0.72 on the
test dataset. In Table 4, we delineate the methods,
models, and their respective performances in terms
of the macro F1 score. For the stacking approach,
we incorporated TL models and MLM, as discussed
in section 3.5. For the Weighted Ensemble (WE)
method, TL models trained solely on the training
dataset were termed TL models-1. Meanwhile, TL
models trained on both the training and validation
datasets were denoted as TL models-2. The MLM
was assigned a weight of 3, as elaborated in 3.5.

Method Model Val Test

Baseline
BanglaBERT 0.78 0.70
sagorBERT 0.69 0.63

mBERT (cased) 0.65 0.63

TL
sagorBERT 0.69 0.65

mBERT 0.68 0.65
XLM-RoBERTa 0.67 0.59

MLM BanglaBERT 0.80 0.71

Stacking
TL models

0.79 0.70
MLM

WE
TL models-1
TL models-2 0.85 0.72

MLM

Table 4: Validation and test macro-F1 score of each
categorical models

In summary, as depicted in Table 4, our methods,
particularly BanglaBERT with our MLM approach
and WE, demonstrated superior performance on
both validation and test sets. Notably, in both MLM
and TL we have fine-tuned and used domain adap-
tation for linguistic representation. Afterward, we
used these models in stacking and WE. In light
of this, we discerned that MLM and WE methods
spotted an impressive result. From Table 5 we see

1 Github: https://github.com/Shibu4064/EMNLP
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Method Model P R mF1

TL
sagorBERT 64 66 70

mBERT 66 67 71
XLM-RoBERTa 59 65 64

MLM BanglaBERT 71 76 76

Stacking
TL models

70 75 75
MLM

WE
TL models-1
TL models-2 72 74 76

MLM

Table 5: Macro Precision(P), Macro Recall(R) and Mi-
cro F1(mF1) score in percentage(%) for each categori-
cal models on test data.

Model Neutral Passive Direct
mBERT(t) 0.76 0.64 0.53
mBERT(t+v) 0.80 0.60 0.55
MLM(t) 0.84 0.67 0.61
RoBERTa(t) 0.73 0.58 0.48
RoBERTa(t+v) 0.77 0.40 0.52
sagorBERT(t) 0.77 0.64 0.53
sagorBERT(t+v) 0.79 0.64 0.53
WE(t+v) 0.84 0.67 0.64

Table 6: Individual class F1 score on test dataset

that MLM and WE methods achieved the highest
micro F1 score of 76%, whereas, MLM achieved
the best macro recall and WE best macro precision
of 76% and 72% respectively. We have also pre-
sented individual class F1 scores from different TL
and MLM approach models. N, PV and AV (2)
these three class F1 scores are proffered in Table
6. Here (t) represents test sets and (t+v) represents
both test and validation sets.

6 Discussion

In this section, we present the results of our exper-
iments with MLM and TL methodologies, which
have outperformed the base models. The primary
reason for this improvement is the inclusion of in-
formal words that were previously absent in the
pretraining datasets of the pre-trained models. To
further optimize our results, we used ensemble tech-
niques. We prioritized MLM within the Weighted
Ensemble (WE) framework by assigning it the high-
est weight, recognizing its superior accuracy. In-
terestingly, we found that integer weights of WE
predominantly excelled in AV class detection, de-
spite our initial expectations of learned weights
from stacking yielding superior outcomes. This

also highlights the importance of the inclusion of
models in WE trained on both validation and train-
ing sets. To improve our outcomes further, we
integrated upsampling, which, in certain instances,
led to improved outcomes. During training with
upsampled data, our approach of freezing the em-
bedding layer throughout the training process and
selectively freezing and unfreezing different layers
at various stages of training lessens the chance of
overfitting. Lastly, being dominated by the major-
ity neutral class, the micro F1 score is considerably
higher compared to the macro F1 score. This in-
dicated that, as backed up by individual class F1,
the finetuned models were able to classify between
neutral and non-neutral classes more rigorously.

7 Conclusion and Future work

Our experiments aimed to explore various ap-
proaches to integrating informal words, and we
found that the MLM and WE methods performed
the best. Our MLM and TL approaches are still un-
explored for all BERT baseline models, including
exploring based on the same models. Discovering
the effects of our approaches and their comparison
will lead to promising future research directions
and help improve our methods’ robustness and scal-
ability. The effect of freezing embedding layers
and, selectively freezing and unfreezing other lay-
ers on overfitting due to upsampled data still needs
in-depth study. As we worked to familiarize pre-
trained models with the nuances of informal words
for the VITD task in Bangla, we hope to contribute
to safer online spaces for everyone and unlock new
frontiers in NLP.

8 Limitations

Several approaches were applied for the improve-
ment of VITD. However, we encountered chal-
lenges such as a highly imbalanced dataset, lim-
ited computational resources, and a relatively small
dataset size. During MLM training for the MLM
approach and downstream model training on the
BD-SHS dataset for the TL approach, although in-
creasing the training time helps the models to adapt
to the datasets, it also increases the knowledge de-
cay of the models as we are not training with a
huge dataset. The initial phases of our approaches
also demand a huge amount of data from similar
domains. Although freezing parameters reduce the
chance of overfitting due to upsampling but the
chance still remains.
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