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Abstract
This study introduces the system submitted
to the BLP Shared Task 1: Violence Inciting
Text Detection (VITD) by the VacLM team.
In this work, we analyzed the impact of var-
ious transformer-based models for detecting
violence in texts. BanglaBERT outperforms
all the other competing models. We also ob-
served that the transformer-based models are
not adept at classifying Passive Violence and
Direct Violence class but can better detect vi-
olence in texts, which was the task’s primary
objective. On the shared task, we secured a
rank of 12 with macro F1-score of 72.656%.

1 Introduction

In the age of digital empowerment, microblogging
sites and social media have ushered in a new era
of unfettered expression, providing a global stage
for individual voices to be heard like never be-
fore. However, this newfound freedom of speech
has a darker side, one characterized by the ram-
pant spread of hate speech, cyberbullying, and the
toxic dissemination of prejudice across various on-
line platforms. As the digital landscape evolves,
so too does the challenge of striking a balance be-
tween enabling free expression and curbing the
rising tide of online hostility. In this digital di-
chotomy, the need for innovative solutions to de-
tect and combat hate speech in multiple languages
has never been more pressing.

While significant progress has been made in
identifying hate speech in languages with more re-
sources, Bangla, despite being spoken by nearly
230 million people across the globe and char-
acterized by its linguistic richness and diversity,
faces a substantial shortage of computational re-
sources, language models, annotated datasets and
efficient methodologies needed for effective natu-
ral language processing(NLP) tasks. Transformer-
based models that provide state-of-the-art results
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in various downstream tasks in European lan-
guages lag for Bangla (Bhattacharyya et al., 2023).
In this paper, we tried to analyze the impact of
transformer-based models on detecting violent in-
citing text (Saha et al., 2023b) (Saha et al., 2023a),
specifically aiming to categorize communal vio-
lence on social media platforms in the Bangla
language worldwide. BanglaBERT outperforms
all the other competing models with a macro F1-
score of 72.65% which helped us to secure a rank
of 12 on the shared task. We observed that the
transformer-based models misclassify Passive Vi-
olence as Direct Violence but there performance
enhances in detecting violence in texts.

2 Related Works

Numerous methods have been proposed to ef-
fectively detect offensive and hateful statements
across various platforms, primarily relying on tra-
ditional machine learning (ML) techniques, which
heavily depend on manual feature engineering.
However, ML-based approaches exhibit lower ac-
curacy and also need to improve on scalability is-
sues (Karim et al., 2020). In contrast, methods
based on neural networks, particularly deep neu-
ral networks (DNNs), have the capability to learn
more abstract features directly from raw text.

Prominent DNN architectures, including convo-
lutional neural networks (CNN), long short-term
memory (LSTM)(Staudemeyer and Morris, 2019),
and gated recurrent unit (GRU) (Zhang et al.,
2018), have their advantages. Some approaches
have amalgamated CNN and LSTM into a unified
network known as convolutional LSTM (ConvL-
STM) (Karim et al., 2020). These hybrid mod-
els (Karim et al., 2020) have demonstrated supe-
rior classification accuracy compared to only neu-
ral networks. Additionally, pre-trained word em-
beddings, such as fastText (Grave et al., 2018) and
Word2Vec (Mikolov et al., 2013), have been em-
ployed in conjunction with CNN, LSTM, or GRU
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in recent years (Zhang et al., 2018). It’s impor-
tant to note that the majority of these methods
have primarily been designed for well-resourced
languages like English. Consequently, research in
NLP for many underresourced languages, such as
Bangla, is still in its early days.

In recent times, language models based on trans-
formers, such as Bidirectional Encoder Represen-
tations from Transformers (BERT) built on atten-
tion mechanism and the Robustly Optimized Pre-
training Approach (RoBERTa) (Liu et al., 2019),
have achieved remarkable success in a multitude
of natural language processing (NLP) tasks emerg-
ing as a natural and highly effective option for ad-
dressing the challenges in low-resource languages
like Bangla. Other transformer-based language
models such as GPT (Brown et al., 2020), Distil-
BERT (Sanh et al., 2019), ALBERT (Lan et al.,
2019), ELECTRA (Clark et al., 2020) has also
been proposed for Bangla. For Indian languages,
including Bangla, multilingual BERT such as
XLM-R (Conneau et al., 2020), multilingual
BERT (mBERT) (Pires et al., 2019), IndicBERT
(Kakwani et al., 2020) and MuRIL (Khanuja et al.,
2021) are available. BanglaBERT (Bhattachar-
jee et al., 2022), BanglishBERT (Bhattacharjee
et al., 2022), sahajBERT (Diskin et al., 2021)
are BERT models made specifically for Bangla.
BanglaBERT outperforms all other transformer-
based models. BanglaBERT was trained on an ex-
tensive 40GB dataset derived from various internet
sources, such as news articles, web discussions,
blogs, government publications, TED Talks, sub-
titles, newspapers, and articles by crawling data
from the web.

This naturally led us to choose BERT over other
techniques, and we anticipated that incorporating
additional training data could further enhance our
approach.

3 DataSet

The dataset provided for BLP Shared Task 1 (Saha
et al., 2023b) comprises YouTube comments pri-
marily from social media discussions related to the
nine most significant violent incidents in the Ben-
gal region (encompassing Bangladesh and West
Bengal) within the past decade. This dataset is
characterized by its content being in the Bangla
language, with individual comments extending up
to 600 words. The dataset is categorized into three
classes. They are:

1. Direct Violence: Explicit threats directed to-
wards individuals or communities, including
actions such as killing, rape, vandalism, de-
portation, desocialization (threats urging in-
dividuals or communities to abandon their re-
ligion, culture, or traditions), and resocializa-
tion (threats of forceful conversion) falls un-
der this category. Earliest detection of direct
violence is crucial because of its potential to
yield severe consequences in future.

2. Passive Violence: Derogatory language, abu-
sive remarks, slang targeting individuals or
communities and justification for violence
fall under this category.

3. Non-Violence: General conversational topic
not involving any form of violence falls under
this category.

The training dataset comprises 2,700 samples,
with an allocation of around 15% for direct vio-
lence, 34% for passive violence, and the remaining
51% for non-violence instances. In the develop-
ment dataset, which includes 1,330 samples, 15%
pertain to direct violence, 31% to passive violence,
and 54% to non-violence occurrences.

4 Dataset Preparation

We used the pre-trained models to train on the
given dataset and then evaluate the test data pro-
vided. Since the training dataset only had around
2.7K sentences, we augmented the training dataset
by integrating an additional dataset obtained from
(Karim et al., 2020), consisting of 30,000 exam-
ples, with 10,000 categorised as violence. Our
approach involved annotating these 10,000 hate
speech examples into direct and passive violence
categories. This annotation was done manually
based on our observation from the original dataset,
where sentences containing slang were classified
as direct violence. We first cleaned different uni-
code characters to prepare the dataset and removed
punctuations from the sentences (Bhattacharyya
et al., 2023). Our next task involved identifying
the top 200 words that contributed significantly to
the direct violence class (directList) and the pas-
sive violence class (passiveList) from this original
dataset.To form the top 200 word list, we first re-
moved stop words from the original dataset and
created a word dictionary consisting of each word
and its count of occurrence,one word dictionary
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for each of the classes - direct and passive vio-
lence. We then selected the top 200 words that
contributed to each of the classes. Subsequently,
we compiled a corpus comprising slang words in
the Bangla language. For each hate speech exam-
ple within the new additional dataset, we assessed
its likelihood of belonging to either the direct vi-
olence or passive violence class. If the sentence
contained any word from the slang word corpus, it
was immediately classified as direct violence. Oth-
erwise, we evaluated each word in the sentence
against the lists directList and passiveList. If a
word was found in either of these lists, the corre-
sponding score for direct violence or passive vi-
olence was incremented by 1. In cases where a
word appeared in both directList and passiveList
sets, the scores for both classes were incremented
by 1.

The final classification was determined based
on which class had the higher score. In instances
of a tie, we labelled the example as passive vio-
lence. In this way, all of the 10,000 hate speech
examples were categorised into direct and passive
violence.

To maintain the same class proportions as the
original dataset, with non-violence at 51%, pas-
sive violence at 34%, and direct violence at 15%,
we selected an appropriate number of samples
from each class in the newly annotated dataset.

5 Baseline Systems

We have used several pretrained models, for the
BLP workshop Task 1 (Saha et al., 2023a).

5.1 MuRIL
Multilingual Representations for Indian Lan-
guages(MuRIL) supports 16 Indian languages and
English and have shown significant gain over
mBERT. So we selected MuRIL as our first base-
line. We used pretrained MuRIL from Hugging
Face.

5.2 IndicBert
IndicBert from Ai4bharat(Doddapaneni et al.,
2022) was another choice for a baseline system.
IndicBert supports 23 indic languages and english.
It is a vanilla BERT which has been trained on In-
dicCorp with the MLM objective.

5.3 BanglishBert
BanglishBERT (Bhattacharjee et al., 2022)
achieves state-of-the-art zero-shot cross-lingual

transfer results in many of the NLP tasks in
Bangla. It is an ELECTRA discriminator model
which has been pretrained with the Replaced To-
ken Detection (RTD) objective on large amounts
of Bangla and English corpora.

5.4 BanglaBert
Our next system uses a pretrained BERT model
which has been trained specifically on Bangla
dataset, which fits perfect for the task in
hand.BanglaBert(Bhattacharjee et al., 2022) can
be used for a variety of tasks like sentiment clas-
sification, Named Entity Recognition,Natural Lan-
guage Inference etc. and thus served perfect for
our Violence Inciting Text Detection (VITD) task.

5.5 Results
We first finetuned the pre-trained models – MuRIL,
IndicBert, BanglishBert and BanglaBert on the
training dataset provided and evaluated it on the
test set. We cross-validated the hyperparameters
and found that the best for a batch of 16 with
Adam optimizer cross-entropy loss works the best
for the task. The learning rate was set at 5 ∗ 10−5.
In addition, we combined the additional dataset
to the train set, finetuned the same set of models,
and evaluated them using the same metric. Re-
sults of these experiments are shown in Table 1.
BanglaBERT outperforms all the other models for
the task on the original dataset. It is also observed
from Table 1 that adding new training points con-
fused models more between Passive and Direct Vi-
olence classes, thereby degrading the F1-score.

Dataset Type Model F1-Score
Original MuRIL 0.7026
Original IndicBert MLM 0.7172
Original BanglishBert 0.7239
Original BanglaBert 0.7265

Augmented MuRIL 0.6916
Augmented IndicBert 0.6723
Augmented BanglishBert 0.6939
Augmented BanglaBert 0.7065

Table 1: Macro F1-Score of the models used on Test
Data

On analysing the results, we observed multiple
instances where the same words were used in var-
ious classes. For example, we observed that most
sentences where the word “gajaba” was used de-
noted Passive or Direct Violence in the train set,

198

https://huggingface.co/
https://huggingface.co/


however, it denoted Non-Violence in the develop-
ment set. We also observed that there were occur-
rences of similar-meaning sentences labelled dif-
ferently. “mithyā kathā āra kata balabē” and “ēi
mēyētā mithyā kathā balachē” are similar mean-
ing sentences but the former is labelled as “Non-
Violence” whereas the later is labelled as “Passive
Violence”. These ambiguous words and sentences
resulted in misclassification by the models, degrad-
ing the F1-score.

Our analysis also revealed that the models mis-
classified the Passive Violence class as the Direct
Violence class. To confirm this claim, we further
conducted an experiment that merged both direct
and passive violence into a violence class, map-
ping it to a binary class classification problem. It
was observed that the F1 scores of the models im-
proved significantly. Table 2 reports the macro
F1-score of different models on the binary classifi-
cation task. It can thus be concluded that the mod-
els are good at detecting violence, which was the
primary objective of the task.

Model Macro F1-Score
IndicBERT MLM 74.26%

MuRIL 76.35%
BanglaBERT 81.86%

Table 2: Performance of models in detecting violence
and non-violence texts.

6 Conclusion

We tried to leverage transformer-based models for
violence detection in Bangla for the BLP shared
task 1. Our analysis shows that the transformer-
based models are not adept at segregating Direct
Violence from Passive Violence but are good at de-
tecting violence-inciting text. We would like to de-
velop models that can accurately classify Passive
violence in the future.

7 Limitations

Our approach suffers from the lack of a large num-
ber of data points essential for transformer-based
models. Even after incorporating additional data,
we acknowledge that this dataset is relatively small
for such a vast language base. A substantial chal-
lenge arises from the need for suitable word em-
beddings for Bangla as used in social media, as
the language used in social media significantly di-
verges from print media, featuring a multitude of

misspellings, grammatical errors, and more. Fur-
thermore, a significant portion of users frequently
mix both Bangla and English in various contexts.
The performance of transformer-based models on
such data points lags for a low-resource language
like Bangla.
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