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Abstract

Violence-inciting text detection has become
critical due to its significance in social me-
dia monitoring, online security, and the pre-
vention of violent content. Developing an
automatic text classification model for identi-
fying violence in languages with limited re-
sources, like Bangla, poses significant chal-
lenges due to the scarcity of resources and
complex morphological structures. This work
presents a transformer-based method that can
classify Bangla texts into three violence classes:
direct, passive, and non-violence. We leveraged
transformer models, including BanglaBERT,
XLM-R, and m-BERT, to develop a hierarchi-
cal classification model for the downstream
task. In the first step, the BanglaBERT is em-
ployed to identify the presence of violence in
the text. In the next step, the model classifies
stem texts that incite violence as either direct
or passive. The developed system scored 72.37
and ranked 14th among the participants.

1 Introduction

Social media and the internet have become cru-
cial components of daily interactions. They can
quickly spread information to millions of people.
Thus, identifying and categorizing aggressive texts
on social media is paramount in maintaining on-
line safety, fostering positive digital interactions,
and preventing dissemination of harmful or offen-
sive content (Sharif and Hoque, 2022). Real-world
problems like relational anger or even violence are
significant problems since threats and insults made
online can occasionally result in actual hurt. To
keep us secure and calm, we must address this is-
sue because it can make an impact in the short term
and also in the long term on the victims (Ta et al.,
2022). Different regions’ governments try to pre-
vent violations and ensure the safety of the nation’s
citizens due to social media (Kumar et al., 2021).

The BLP Shared Task 1, Violence Inciting Text
Detection (VITD), was launched to address this

problem (Saha et al., 2023a). This work presents us
with the challenge of devising effective methods to
identify diverse types of violent content within the
text. The primary objective is to detect and avoid
violence from internet remarks. The data used for
this task was gathered from YouTube comments on
violent incidents that have taken place in the Bengal
region (Bangladesh and West Bengal) over the past
ten years. We have tried to solve this problem of
violence-inciting text detection with two significant
contributions.

• Employed a hierarchical classification ap-
proach for detecting and classifying violent
texts using transformer-based models.

• Explored the model’s efficacy in detecting and
categorizing violence-inciting texts through
the developed model.

2 Related Work

Detecting violence-inciting text has become in-
creasingly crucial in natural language processing.
Numerous studies have already focused on identi-
fying hate speech and aggression on social media
comments (Badjatiya et al., 2017). Mustakim et al.
(2022) employed classify emotions in Tamil text
XLM-R model obtained the highest macro f1-score
of 0.33. Riza and Charibaldi (2021) detected emo-
tions in Twitter text using the LSTM and achieved
an accuracy of 73.15% with both Word2Vec and
FastText embeddings. This corpus was used in
the DA-VINCIS (Ta et al., 2022) for detecting ag-
gressive and violent incidents on Spanish social
media. To train users’ tweets on their text embed-
dings from previously learned transformer models,
they employed a multi-task learning network and
achieved the best f1 of 74.80%. Plaza-Del-Arco
et al. (2021) applied the transformer-based model to
identify hate speech in Spanish tweets. Sharif et al.
(2020) proposed a machine learning-based model
that classifies Bangla texts into non-suspicious and
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suspicious categories. This work attained the high-
est accuracy (84.57%) for the SGD classifier with
TF-IDF features.

Sharif and Hoque (2020) developed a corpus
containing 2000 texts and used several machine
learning techniques (such as LR, NB, SVM, KNN,
and DT) to classify the suspicious Bangla texts,
where LR gained the best performance (accu-
racy=92%). Hossain et al. (2022) proposed a
dataset (MUTE) containing 4158 memes with
Bangla captions for identifying hateful memes,
and they obtained the maximum f1-score of 0.672
with the VGG16+Bangla-BERT model. Sharif
et al. (2022) introduced a Bangla aggressive text
dataset (M-BAD). Using a transformer-based tech-
nique (Bangla-BERT), they achieved top scores
of 92% in identifying aggressive texts. A re-
cent study (Sharif and Hoque, 2022) introduced
a Bangla aggressive text dataset (BAD). Using
a weighted ensemble of m-BERT, distil-BERT,
Bangla-BERT, and XLM-R, they achieved top
scores of 93.43% (coarse-grained) and 93.11%
(fine-grained) in identifying and categorizing ag-
gressive Bangla texts. As far as we are concerned,
the research has yet to be conducted on identifying
and classifying violence-inciting texts in Bangla.
This work exploited a transformer-based model to
detect violence-inciting texts and classify them into
direct, passive, and non-violence targets.

3 Task and Dataset Descriptions

The task organizer developed a benchmark corpus
for the shared task 1 (Saha et al., 2023a). To per-
form the violence-inciting text classification, this
task developed a dataset called Violence Inciting
Text Detection (VITD) corpus1 consisting of 6046
texts and 20199 unique words. This task focuses
on classifying Bangla texts inciting violence into
three categories: direct (DVio), passive (PVio), and
non-violence (NVio). The definition of each class
is illustrated in the following:

• Direct violence (DVio): This category en-
compasses texts that explicitly convey threats,
thereby falling under the umbrella of direct
violence.

• Passive violence (PVio): This violence per-
tains to texts that use abusive or derogatory
language.

1https://github.com/blp-workshop/blp_task1

• Non-violence (NVio): This class is character-
ized by discussions conducted through texts
that do not involve any form of violence in
their content.

The VITD dataset (Saha et al., 2023b) was di-
vided into training (2700 texts), validation (1330
texts), and test sets (2016 texts) for training and
evaluation purposes. Table 1 shows the summary
of the dataset statistics.

Table 1: Distribution of the dataset, where WT denotes
the total words.

Classes Train Valid Test WT

DVio 389 196 201 13071
PVio 922 417 719 38959
NVio 1389 717 1096 53838
Total 2700 1330 2016 105868

The dataset contains uneven distribution among
the classes. The direct (contained 786 texts) and
the passive (2058 texts) classes have fewer samples
than the non-violence class (3202 samples). The
maximum length of the data is 110 words, whereas
the minimum and average data length are one and
18 words, respectively.

4 Methodology

This work exploited three pre-trained transformer-
based models, XLM-R, BanglaBERT, and m-
BERT, for classifying violence inciting text
in Bangla. Specifically, we have used the
‘xlm-roberta-base’ (Conneau et al., 2019), ‘cse-
buetnlp/banglabert’ (Bhattacharjee et al., 2022)
and ‘bert-base-multilingual-cased’ (Devlin et al.,
2018) from Huggingface transformers2 library and
fine-tuned on the dataset. Figure 1 illustrates the
schematic process of the proposed system.

4.1 Training
Instead of using the direct ternary classification
method, we have used a hierarchical classification
approach. In the first step, we split the dataset into
two classes: ‘violence’ and ‘non-violence.’ The
‘violence’ class included text related to ‘DVio’ and
’PVio.’ We finetuned ‘Model 1’ to differentiate be-
tween ‘violence’ and ‘non-violence’ classes. In the
second step, we used the samples related to ‘Direct
violence’ and ‘Passive violence’ to finetune ‘Model
2’. All model’s hyperparameters are tuned with the

2https://huggingface.co/docs/transformers/index
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Figure 1: Schematic process of the proposed system.

training dataset. Table 2 shows the tuned hyperpa-
rameters of employed models. For BanglaBERT,
we set a learning rate of 5e-05 for both Models 1
and 2. We executed training for Model 1 over eight
epochs with a batch size of 32, while for Model 2
used five epochs with a batch size of 8.

4.2 Testing and Prediction

If Model 1 classified a text as a ‘violence’ cate-
gory, then Model 2 determines whether it is DVio
or PVio. This hierarchical process helps us under-
stand different aspects of violent text more effec-
tively. Finally, the results from these two steps have
been merged to get the final evaluation score. The
predictions of Models 1 and 2 can be expressed by
Eqs.1-2.

Yilogits = BERT (x) (1)

Mix =
e
Yilogitsx

∑p+1
p=1 e

Yilogitsx

(2)

if M1(X=V io)
:

Prediction(X) := M2(X=DV io or PV io)

else :

Prediction(X) := NV io

The BERT model analyzes the input text x, yield-
ing a result called Ylogits. We used a classification
head that classifies the Ylogits using the softmax
activation function into violence (Vio) and non-
violence (NVio) classes. M1 (Model 1) represents

the probability of violence (Vio) or non-violence
(NVio). Subsequently, M2 (Model 2) assesses the
likelihood of direct violence (DVio) and passive
violence (PVio) within the subset categorized by
M1 as violence (Vio). This two-step process helps
refine the classification of violence in the text.

5 Results

The assessment of the models’ performance relies
on the macro F1-score (MF1) as a primary metric.
In addition, we incorporated precision (P) and re-
call (R) metrics for analysis. Table 3 represents the
performance of the employed models.

The evaluation encompassed BanglaBERT,
XLM-R, and mBERT models in single-step mul-
ticlass classification. Among these models, the
BanglaBERT achieved the highest macro f1 (MF1)
score, reaching 56.45. BanglaBERT emerged as
the top-performing model in the hierarchical frame-
work, surpassing all others with an impressive MF1
score of 72.37. Additionally, it is worth highlight-
ing that the results in the hierarchical approach
demonstrated a remarkable improvement of almost
28% over the single-step method.

5.1 Error Analysis
An extensive error analysis has been conducted,
offering both quantitative and qualitative assess-
ments. This in-depth examination furnishes valu-
able insights into the operational efficacy of the
proposed model. We conducted a comprehensive
quantitative error analysis on the proposed model,
employing the confusion matrix depicted in Figure
2.

Figure 2: Confusion matrix of the top-performing model
(BanglaBERT).

The proposed model misclassified 151 instances
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Table 2: Summary of tuned hyper-parameters

Hyperparameters XLM-R BanglaBERT m-BERT

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Optimizer Adam Adam Adam Adam Adam Adam
LR scheduler Linear Linear Linear Linear Linear Linear
Learning rate 2e-05 3.20e-05 5e-05 5e-05 1e-05 1e-05
Epochs 10 4 8 5 5 5
Batch size 16 32 32 8 16 16

Table 3: Performance comparison of various models on
the test set.

Approach Classifier P R MF1

Single-step
m-BERT 61.51 54.36 56.11
XLM-R 45.03 48.92 46.65
BanglaBERT 78.12 55.81 56.45

Hierarchical
m-BERT 61.52 65.73 61.90
XLM-R 66.60 69.83 67.62
BanglaBERT 71.08 77.13 72.37

of PVio as NVio and 115 instances of PVio as DVio.
Additionally, the model erroneously labeled 100
NVio texts as PVio. These findings shed light on
a notable difficulty faced by the model in distin-
guishing between PVio and NVio. We posit that the
primary contributing factor to this challenge could
be the class imbalance nature within the dataset.

Figure 3 illustrates a few predictions by the pro-
posed model.

Figure 3: Few instances of the predicted results gener-
ated by the proposed model.

Notably, the proposed model accurately fore-
casts text samples 1, 2, and 5, aligning with their
labels. In contrast, text samples 3 and 4 are chal-
lenging as they are not accurately classified. Text

sample 3 is erroneously categorized as NVio when
its actual class is PVio, while text sample 4 is mis-
classified as PVio instead of its actual class, NVio.
These prediction disparities may be attributed to
class imbalance concerns, mainly stemming from
the limited number of DVio instances, totaling just
201 samples within the dataset.

6 Conclusion

This paper developed a transformer-based model
to address the task of identifying and classifying
violence-inciting texts in Bangla. The experimental
investigation demonstrated that the BanglaBERT
model outperformed the other transformer models
(XLM-R and mBERT) by obtaining the highest
macro f1-score (0.72 ). We plan to investigate the
task with the advanced transformer-based model
(such as GPT). Additionally, we aim to explore
various ensemble techniques of transformers to en-
hance the model’s performance.

Limitations

Model 1 should better identify violence-inciting
texts in the proposed two-step hierarchical ap-
proach. The success of the entire system hinges
directly on the performance of Model 1. If Model
1 fails to deliver accurate results, it will inevitably
lead to subparity of the overall system performance.
This dependency on Model 1 underscores the crit-
ical nature of achieving optimal performance at
the initial classification stage, as any shortcomings
will adversely affect the outcomes of the developed
approach. This limitation emphasizes the need for
continuous refinement and enhancement of Model
1 to ensure the effectiveness of the suggested hi-
erarchical system. A fundamental weakness of
the proposed solution stems from the imbalanced
dataset, with relatively small instances of direct vio-
lence (DVio). This imbalance may have influenced
the prediction disparities. Additionally, variations

188



in vocabulary and context within DVio texts, com-
pared to the majority class (NVio), could have con-
tributed to these prediction anomalies. It is worth
noting that the dataset’s limited size is another con-
straint.
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