BanglaCHQ-Summ: An Abstractive Summarization Dataset for
Medical Queries in Bangla Conversational Speech

Alvi Aveen Khan!, Fida Kamal!, Md. Abrar Chowdhury!,
Tasnim Ahmed'?, Md. Tahmid Rahman Laskar®, and Sabbir Ahmed'

Tslamic University of Technology,

2Queen’s University,

3York University

'falviaveen, fidakamal, abrar35, sabbirahmed}@iut-dhaka.edu
Ztasnim. ahmed@queensu. ca, >*tahmid20@yorku. ca

Abstract

Online health consultation is steadily gaining
popularity as a platform for patients to discuss
their medical health inquiries, known as Con-
sumer Health Questions (CHQs). The emer-
gence of the COVID-19 pandemic has also led
to a surge in the use of such platforms, creat-
ing a significant burden for the limited num-
ber of healthcare professionals attempting to
respond to the influx of questions. Abstrac-
tive text summarization is a promising solu-
tion to this challenge, since shortening CHQs
to only the information essential to answer-
ing them reduces the amount of time spent
parsing unnecessary information. The summa-
rization process can also serve as an interme-
diate step towards the eventual development
of an automated medical question-answering
system. This paper presents ‘BanglaCHQ-
Summ’, the first CHQ summarization dataset
for the Bangla language, consisting of 2,350
question-summary pairs. It is benchmarked on
state-of-the-art Bangla and multilingual text
generation models, with the best-performing
model, BanglaT5, achieving a ROUGE-L
score of 48.35%. In addition, we address the
limitations of existing automatic metrics for
summarization by conducting a human evalua-
tion. The dataset and all relevant code used in
this work have been made publicly available'.

1 Introduction

The answers to general health inquiries can of-
ten be obtained by utilizing internet search en-
gines, but addressing queries by individual users
in a manner that caters to their specific circum-
stances remains a manual process. Such queries,
known as Consumer Health Questions (CHQs),
are frequently found on online health forums, and
answering them is becoming increasingly time-
consuming and labour-intensive for medical pro-
fessionals (Ma et al., 2018). The task is made
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even more difficult by the fact that patients are of-
ten overly descriptive when asking questions, pro-
viding unnecessary details (Roberts and Demner-
Fushman, 2016). The ability to identify and dis-
card these unnecessary details would save a lot
of time for the response providers and would also
be an important step towards the eventual develop-
ment of an automated question-answering system
(Abacha and Demner-Fushman, 2019a).

Abstractive text summarization is the task of
generating a shortened and human-readable ver-
sion of the original text that retains the important
information (Nallapati et al., 2016). Despite the
recent improvement in this domain due to the de-
velopment of transformer-based architectures as
well as the greater availability of data, progress
has been somewhat limited in CHQ summariza-
tion (Abacha and Demner-Fushman, 2019b; Ya-
dav et al., 2022a, 2021). This shortcoming is par-
ticularly notable for low-resource languages like
Bangla (Alam et al., 2021), for which there is no
existing work on this task.

Developing a dataset dedicated to this language
presents a substantial challenge to existing archi-
tectures for several reasons. Firstly, Bangla is an
exceedingly complicated language in comparison
to English, allowing for more flexible sentence
structuring (Sinha et al., 2016) and a significantly
greater number of inflections (220 as opposed to
just 9 in English (Bhattacharya et al., 2005)), re-
sulting in noisier text. Furthermore, the diversified
dialects exacerbate the issue, with the language
used in one region frequently being entirely un-
intelligible in another (Shahed, 1993). Navigat-
ing this complexity and successfully identifying
the relevant medical information is a significantly
complicated task.

Unfortunately, the Bangla text summarization
architectures currently available do not account
for the complications of informal speech in med-
ical contexts since they were mostly trained on
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news articles (Bhattacharjee et al., 2023; Hasan
et al., 2021), making them unsuitable for sum-
marizing medical text. This paper addresses the
lack of medically relevant data by introducing the
first human-annotated Bangla CHQ summariza-
tion dataset, ‘BanglaCHQ-Summ’, consisting of
2350 question-summary pairs. The data was col-
lected from a public online health forum used by
hundreds of native Bangla speakers, allowing it
to present an accurate representation of the health
questions that are generally present on online fo-
rums. In addition to the dataset, we also dis-
cuss the shortcomings of established evaluation
metrics of text summarization tasks and explore a
methodology for human evaluation that addresses
the shortcomings.

2 Related Work

Although a large amount of work has been dedi-
cated to text summarization in general (Allahyari
et al., 2017; Nenkova and McKeown, 2012; El-
Kassas et al., 2021), very limited literature is de-
voted to CHQ summarization. To the best of our
knowledge, there are only two datasets available
for the task, ‘MeQSum’ (Abacha and Demner-
Fushman, 2019b) and ‘CHQ-Summ’ (Yadav et al.,
2022b), and both consist exclusively of English
text. The lack of work addressing CHQ summa-
rization is a major limitation for the domain since
domain-specific models are known to outperform
general ones (Trewartha et al., 2022).

MeQSum was the first dataset for consumer
health question summarization, consisting of
1,000 samples collected from the U.S. National
Library of Medicine. The dataset has a rela-
tively small size but was also the only medi-
cal question summarization dataset available at
that time. Yadav et al. (2022b) attempted to ad-
dress the lack of available datasets by introduc-
ing the ‘CHQ-Summ’ dataset. This dataset con-
sists of 1,507 samples collected from the Yahoo
community question-answering forum. The infor-
mal source of the data enhances its diversity and
presents a more realistic depiction of the questions
that medical professionals are likely to encounter.

A notable shortcoming of the existing litera-
ture is the lack of diversity in language. The
advantages of CHQ summarization should prove
extremely beneficial if its application can be ex-
tended to support overpopulated regions such as
Bangladesh, where healthcare workers are fre-
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quently overwhelmed by the volume of patients
(Razu et al., 2021). Introducing a Bangla dataset
contributes towards solving this issue, and the
knowledge gained is also transferable to other
Indo-Aryan languages of the Indian subcontinent.

3 The BanglaCHQ-Summ Dataset

In this section, we demonstrate how we curated the
proposed BanglaCHQ-Summ dataset.

3.1 Data Collection

We collected the questions from a renowned medi-
cal forum? that publicly releases questions posted
by users, along with answers provided by medical
professionals. Given that the data was collected
from a public health forum, it can be reasonably as-
sumed that the user base consisted of individuals
with average medical knowledge. This user base
consists of individuals from diverse backgrounds
based on the linguistic variety of the questions,
which is a particularly strong point for the dataset
since it presents an accurate representation of the
variety of the Bangla language discussed earlier.
The forum contains questions belonging to a to-
tal of 32 categories, which allows the samples to
cover a broad spectrum of health issues. How-
ever, the information related to the categories has
been omitted from our dataset as the category as-
signment is done by the patients while posting the
queries, which can often be inaccurate.

3.2 Pre-Processing

A portion of the collected data contained sensi-
tive information. To protect the privacy of the pa-
tients, such personally identifiable information has
been removed by utilizing regular expressions to
identify email addresses and phone numbers and a
Bangla Named Entity Recognition model® to iden-
tify names. The data was then also inspected man-
ually. Additionally, duplicate entries, URLs, and
spam text were also removed as part of the overall
data-cleaning process.

3.3 Annotation

A team of 5 annotators with at least an undergrad-
uate level of education was chosen after carefully
evaluating their summarization capabilities in the
Bangla language. The primary instruction pro-
vided to the annotators was to make the text as
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Question

I have chronic stress and anxiety, I am loosing everything in my life, but do not want pills, what can

I do? I have problems with stress, however it is not just that, but the fact that every time I start with
this condition it turns into a huge fear of choking and my mind starts telling me not to eat. The last
time it happened I did not eat anything solid for four months and I suffered severe damage in other
parts of my body like my stomach and my heart which is worst. This time it is starting again and [ am
two weeks under this condition. The last time I was using antidepressants and other drugs, but when
I tried cutting them the anxiety made me feel worst. This is why I changed my treatment, now I use
relaxation exercises with the help on my doctor. The last time it helped me a lot, but this time I think
I need more help. I am taking meditation and tai chi courses and I am expecting to take yoga classes
as well. The problem is that this is taking away my life, I have doubts on whether I will be cured one
day or if it will take so long that everything I have now will be lost. I need help.

Summary

What are possible non-drug treatments for chronic stress and anxiety?

Table 1: Sample summary from the CHQ-Summ dataset (Yadav et al., 2022b)

concise as possible without discarding any infor-
mation essential to answer the question accurately.
The complete set of guidelines is provided in Ap-
pendix A.1.

Appendix A.2 showcases a few samples of the
annotated summaries from the dataset. Each an-
notator was provided with a set of 500 questions,
among which 6% was common. The summaries
of the common questions were later used to cal-
culate the inter-annotator agreement (IAA) using
the ROUGE-L metric (Lin, 2004), with the av-
erage score being 50.11%. However, this score
does not take semantic differences into account,
an issue previously highlighted by Yadav et al.
(2022b) when they found a similar score for their
work. A manual evaluation of the summaries
clearly demonstrates significant semantic overlap.
To quantify this, we refer to the BERTScore metric
(Zhang et al.), which calculates the semantic simi-
larity between sentences. The average BERTScore
for the common questions provided to the annota-
tors is 90.84%. Hence, we conclude that despite
there being differences in the phrasing used by
the annotators, the content of their summaries is
largely the same.

A portion of the annotated summaries, specifi-
cally the portion used as the test set for evaluation
of the benchmark models, was further verified by a
physician, who determined whether the annotated
summaries were appropriate and medically rele-
vant. Based on this, we found that they strongly
agreed with 80% of the annotated summaries, with
only minor issues being found in the remaining
20%, which they assured us do not make the sum-
maries inaccurate.
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3.4 Dataset Attributes

The final dataset consists of 2350 question-
summary pairs. The average length of the original
questions was 326 words, compared to the average
length of 136 words for the annotated summaries.
This large difference in lengths provides evidence
of the fact that users on health forums tend to ask
overly descriptive questions, which in turn require
more effort to parse.

The annotated summaries from our dataset are
noticeably longer than those found in existing
work. This difference is deliberate. Analyzing
the MeQSum and CHQ-Summ datasets, we found
that they prioritized shorter lengths over informa-
tion retention. An example of this is provided in
Table 1, which shows a sample summary taken
directly from the CHQ-Summ dataset. Although
the annotated summary addresses the main ques-
tion asked, it leaves out a large number of addi-
tional details, such as the patient having past issues
with stress to the extent of not eating solids and
that they have tried using antidepressants and other
drugs. The summary only allows for a generic re-
sponse without considering the patient’s specific
circumstances. To avoid this, our annotators were
instructed to retain all medically relevant informa-
tion. This allows us to obtain shortened questions
while still addressing the specific situation being
faced by the patient.

An important finding of the summarization pro-
cess was that a significant portion of patients ex-
plicitly mentioned being unable to visit medical
professionals in-person during the COVID-19 pan-
demic. Analyzing the data from the online plat-
form reveals a correlation, visualized in Fig. 1.
The diagram compares the daily count of ques-
tions posed on the platform with the number of
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Figure 1: Comparison of time-frames for a rise in
question count and unanswered questions on the online
health platform with the rise in new cases of COVID-19
in Bangladesh. Values are normalized due to the large
difference in scale.

confirmed cases of COVID-19 in Bangladesh®,
where the majority of the user base of the online
platform resides. During the initial wave of the
pandemic, there was a significant rise both in the
number of questions asked and the number of ques-
tions remaining unanswered. The trend does not
repeat itself during the latter waves, presumably
due to the general public becoming well-informed
by that time. This finding reinforces the need for
Bangla CHQ summarization and, ideally, an au-
tomated question-answering system (Laskar et al.,
2020) to provide support to the medical staff in un-
precedented scenarios such as a pandemic.

4 Experiments

To benchmark model performance on our pro-
posed dataset, we conduct two types of evaluation:
(i) Automatic and (ii) Human. We split the dataset
into training, validation, and test sets following an
80:10:10 ratio. Below, we present our findings.

4.1 Automatic Evaluation

For automatic evaluation, we experimented with
one Bangla text generation model, BanglaT5
(Bhattacharjee et al., 2023), as well as two multi-
lingual ones, mT5 (Xue et al., 2021) and mBART
(Tang et al., 2020). The details of the experimental
setup are provided in Appendix A.3.

To evaluate the model, we used the ROUGE-
1 (R1), ROUGE-2 (R2), ROUGE-L (RL), and

*https://covid19.who.int/region/searo/country/
bd
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Model R1 R2 RL BS

BanglaT5 50.05 29.11 4835 8991
mT5 40.99 2284 39.76 88.50
mBART 4723 27.15 4586 89.38

Table 2: Automatic evaluation results of BanglaCHQ-Summ

BERTScore (BS) metrics. For the BERTScore
metric, layer 12 of the BanglaBERT (Bhattachar-
jee et al., 2022) model was used. The ROUGE
scores measure the degree of overlap between the
generated and reference summaries and are a com-
monly used evaluation metric for text summariza-
tion tasks. The BERTScore metric measures the
semantic similarity between generated and refer-
ence summaries and is known to correlate better
with human evaluation.

Our results, presented in Table 2, show that
BanglaT5 outperforms both multilingual models
on all four metrics, demonstrating that models pre-
trained on a language-specific corpus outperform
multilingual ones.

4.2 Human Evaluation

As discussed in section 3.3, the ROUGE score
gives limited insight into the quality of the gen-
erated summaries. BERTScore can better cap-
ture semantic similarities but still does not account
for several important factors, such as the coher-
ence, logical flow, or overall correctness of the text.
To address these limitations, we have explored a
methodology to establish quantitative metrics to
evaluate summaries following Laskar et al. (2022).

To carry out this evaluation, a group of 3 annota-
tors was provided with the same set of 30 samples
along with the summaries generated by each of the
three models. They rated the generated summaries
on a scale of 1 to 5 based on the following metrics:

Informativeness (I): Measures the extent to
which the information required to answer the ques-
tion was retained in the summary. Including un-
necessary information does not lower this score.

Conciseness (C): Measures how short the sum-
mary is. Including unnecessary information or be-
ing verbose while describing the necessary infor-
mation lowers this score.

Fluency (F): Measures how coherent and fluent
the summary is.

Table 4 shows the average score assigned to
each model based on the evaluation of the three
annotators.  The evaluation process revealed
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Sample 1

Original Question

BanglaT5 Summary

mTS Summary
mBART Summary
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Sample 2

Original Question

BanglaT5 Summary

mT5 Summary
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Table 3:
Model I C F
BanglaT5 4.09 3.83 4.27
mT5 294 418 439
mBART 334 400 4.12

Table 4: Human evaluation results of BanglaCHQ-Summ

that summaries with high informativeness scores
tended to have relatively low conciseness scores
and vice versa. This indicates that the mod-
els struggled to retain all the correct information
while also being concise. Amongst the models,
BanglaT5 shows significant superiority in preserv-
ing required information in its summaries but has
comparatively less proficiency in conciseness com-
pared to the multilingual models. This can be
demonstrated with reference to the samples of gen-
erated summaries in Table 3.

We find from Table 3 that the first sample shows
a serious error made by the multilingual models.
The patient complains of waist pain, which all
three models capture in their summaries, but only
BanglaT5 includes the additional information re-
garding medicine prescribed to the patient by a
doctor, a critical piece of information. On the
other hand, the second sample illustrates the ten-
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Samples of summaries generated by the benchmark models

dency of BanglaT5 to be excessively descriptive.
The patient describes a burning sensation in their
back and mentions that the medicine given by doc-
tors does not provide relief. The latter part of the
question repeats this complaint, adding no new in-
formation. The summary generated by BanglaT5
accurately reflects the main complaint but retains
the repetitive portions, while the summaries gener-
ated by the multilingual models exclude the repet-
itive portions.

5 Conclusion

In this paper, we propose the first CHQ summa-
rization dataset for the Bangla Language. The
source of the data used in the creation of the
dataset also presents an advancement towards a
more accurate representation of the diversity of the
language. In addition, we explore a methodology
for human evaluation that addresses the limitations
of existing text summarization evaluation metrics.
Given the sensitive nature of the public health do-
main, improvements in the performance of the
summarization models, alongside evaluating how
Large Language Models (Jahan et al., 2023) per-
form in this dataset could be a good direction for
future research.



Limitations

One limitation of this work is that the size of
the proposed dataset is quite modest. However,
even the existing English question summariza-
tion datasets have limited sizes. In this regard,
our dataset, although being for the low-resourced
Bangla language, surpasses the sizes of similar
datasets available in English.

Another limitation of this work is that, while our
dataset has been benchmarked on widely used text
summarization models, the use of such models as-
sumes the availability of significant computational
resources that many organizations may not be able
to afford. Although utilizing computational re-
sources from third-party institutions will likely be
able to address this issue, the sensitive nature of
medical data makes sharing the data with third par-
ties an unfavorable solution.

Ethics Statement

The Consumer Health Questions (CHQs) col-
lected to prepare our dataset are publicly available.
As of October 17, 2023, the terms and conditions
of the online health platform® also do not prohibit
the usage of publicly available data for research
purposes. Extensive measures were taken to safe-
guard the privacy of all patients involved. No per-
sonal information outside of the CHQs was col-
lected. In addition to automated measures, the
dataset was manually inspected to ensure no per-
sonally identifiable information was present.

The individuals involved in annotating the
dataset were provided monetary compensation for
their work, which is above the minimum wage.
The annotation process has also been anonymized
to prevent any violations of the privacy of the an-
notators.
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A Appendix

A.1 Annotation Guidelines

The annotators were instructed to make the ques-
tions as short as possible while ensuring that no in-
formation required to answer the question was dis-
carded. Aside from this, they were also provided
with a list of examples to serve as a guideline in
their work. The examples, provided in Table 5,
cover perfect, passable, and poor summaries as ap-
proved by a practising physician.

A.2 Summary Annotation Samples

A few samples of the annotated summaries, along
with their reference questions from the dataset, are
provided in Table 6.
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Sample 1

Question

Summary

Analysis
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Perfect Summary. The summary specifies the age of the patient (relevant to diabetes),
the fact that they have diabetes, the sugar level during the last test as well as the issue
the patient is currently facing. All the unnecessary information has been successfully
removed, such as the relationship with the patient, the fact that they cannot visit a doctor
due to the lockdown and that the patient has a child.

Sample 2

Question

Summary
Analysis
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Poor Summary. The summary does a poor job of retaining the actual questions the
patient had. The patient wanted the doctor’s opinions on various things such as whether
to do a root canal or remove the tooth entirely and whether doing a root canal will cause
pain after a few months.

Sample 3

Question

Summary

Analysis
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Passable Summary. The summary accurately captures a large amount of information,
but makes a critical mistake. The patient mentioned that their fever has decreased and
that they are suffering from a throat ache now. The summary does not mention this.

Table 5: Examples used as annotation guidelines.

A.3 Experimental Setup batch size of 16, a weight decay of 0.03, and a

learning rate of le-4 used with a linear learning

The experimental setup consisted of an Nvidia  r4te scheduler.
3090 GPU with 24 GB of VRAM. The Trainer
library, available through Hugging Face was uti-
lized, along with CUDA Version 11.6. The dataset
was divided into training, validation, and test sets
using the split ratio 80 : 10 : 10. The models were
trained for 50 epochs using a cross-entropy loss
function along with the AdamW optimizer. Input
sequences were truncated to a maximum length of
512 tokens, and the output sequences were limited
to 128 tokens. Other hyperparameters include a
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Original Question

Annotated Summary
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Table 6: Samples of annotated summaries from the BanglaCHQ-Summ dataset
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