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Abstract

BSL-Hansard is a novel open source and
multimodal resource composed by com-
bining Sign Language video data in BSL
and English text from the official tran-
scription of British parliamentary sessions.
This paper describes the method followed
to compile BSL-Hansard including time
alignment of text using the MAUS (Schiel,
2015) segmentation system, gives some
statistics about this dataset, and suggests
experiments. These primarily include end-
to-end Sign Language-to-text translation,
but is also relevant for broader machine
translation, and speech and language pro-
cessing tasks.

1 Introduction

In the United Kingdom (UK), there are an esti-
mated 151,000 British Sign Language (BSL) sign-
ers according to the British Deaf Association!
many of whom constitute the d/Deaf and Hard-of-
Hearing (DHH) community in that country. BSL
is a flourishing language, and has seen a 40% in-
crease in the number of people who identify their
main language as BSL in the ten years between the
2011 and 2021 Census in England and Wales?.
d/Deaf signers prefer to access information and
use technology in their native language (Yin et
al., 2021) which is, in many cases, a sign lan-
guage (SL). However, technologies such as ma-
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chine translation (MT) for sign languages (SLT)
are much less well-established compared to their
spoken language counterparts (Bragg et al., 2019;
Nufiez-Marcos et al., 2023). This means that many
DHH individuals must opt for resources in their
non-primary language, often the ambient spoken
language in the territory - for example English
where BSL is used.

In recent years, there has been marked progress
in the provision of information and services for
BSL signers. For example, a growing proportion
of public service television broadcasting is avail-
able with BSL interpretation and members of the
DHH community are becoming more prominent in
the national media®. The recent British Sign Lan-
guage Act 2022 has also enshrined in law BSL’s
status as an official language of England, Scotland,
and Wales. However, there remains a compara-
tively small amount of data available to develop
language technology resources for BSL. The BSL-
Hansard dataset intends to make a large amount of
parallel English-BSL data available to researchers.

Section 2 explores resources available for BSL,
before Sections 3 and 4 introduce and describe the
parallel BSL-Hansard dataset of English-BSL par-
liamentary utterances. Section 5 then discusses
possible uses and experiments with the dataset, and
offers concluding remarks.

2 BSL resources

There is already a body of extant resources avail-
able for SLT research using BSL. Perhaps the most
prominent is the BSL Corpus (Schembri et al.,
2013) which is the first digitised corpus of continu-
ous BSL. It contains an impressive amount of vari-
3https://www.theguardian.com/society/2021/dec/25/rose-
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ation from elicited and natural conversation, with
249 signers across eight British cities and is in-
tended for a broad range of research tasks. An-
notation is currently incomplete, so it is important
to pursue other data collection projects. There ex-
ist other resources for BSL including the ECHO
corpus (Brugman et al., 2004) with sign video and
extensive linguistic annotation, and Dicta-Sign*
which contains isolated sign videos.

Another resource is the BOBSL (Albanie et al.,
2021) parallel English-BSL dataset. Similar to
BSL-Hansard, BOBSL was created by collating
1,400h of a broad range of BBC television pro-
grammes and their companion BSL interpretation.
It is a valuable resource which is large enough to
conduct machine learning research, shown by the
researchers’ experiments on SLT, sign language
recognition (SLR), and sentence alignment. How-
ever it seems that although the corpus is free to use,
each researcher must request access individually
which makes it impractical to leverage its data in
large, commercial projects (De Sisto et al., 2022).

Other resources may be generated through data
augmentation, transfer learning, and bootstrap-
ping techniques from better-resourced SLs such
as American Sign Language or from spoken lan-
guages (Moryossef et al., 2021; Zhou et al., 2021).
This type of data may be suboptimal (Yin and
Read, 2020) as they are not a genuine representa-
tion of a SL, and the same may be said about data
from SL interpretation (Bragg et al., 2021). How-
ever, these are currently frequently-utilised ways
of obtaining sufficient quantities of data for data-
hungry machine learning approaches.

2.1 BSL in Parliament

There has been BSL interpretation for every edi-
tion of Prime Minister’s Questions (PMQs) and
Budget statements in the British House of Com-
mons since early 2020°. More recently (since Jan-
uary 2023), the session immediately before PMQs
is interpreted. In addition, there are plans to inter-
pret a greater number and wider range of parlia-
mentary from summer 2023 which will provide an
even larger amount of parallel data available.
Every session in the UK Parliament is tran-
scribed in English in a “substantially verbatim”®

*“https://www.sign-lang.uni-hamburg.de/dicta-sign/portal/
Shttps://www.parliament.uk/business/news

®As well as text on parliamentary procedure, “members’
words are recorded, and then edited to remove repetitions and
obvious mistakes, albeit without taking away from the mean-

Figure 1: Signer framing type in SL videos

manner, and is kept as public record in Hansard.
Every session is also publicly available in video
and audio on the Parliamentlive.tv web service. As
such, this allows for alignment in parallel between
BSL video and English text and audio. The follow-
ing sections first describe the amount of data that
is available and used for the purpose of compiling
this parallel resource, followed by the method used
to compile it, and then a discussion of its use and
place in the wider literature.

3 Dataset statistics

BSL-Hansard contains 86h40m of SL video in
.mp4 format from 19 individual signers. There
is no additional demographic information, as
there is no extant source of the interpreters self-
identifying. Appendix 1 shows the amount of ses-
sions interpreted by each signer by alias, as well
as a suggested split into train, development, and
test splits whereby no individual signer appears in
more than one of these sets. The exact split is 62%
for training, 18% for development, and 20% for
test. These sets are slightly uneven due to the fact
that some signers co-appear in some videos.

The videos frame the signer in two distinct
ways, shown in Figure 1. The first separates the
signer into a box with a plain background (left),
which takes up approximately one third of the
video frame. The second superimposes the signer
in the bottom right-hand corner of the screen over a
mixture of footage from partially the parliamentary
chamber and partially a plain background (right).
There are 34 instances of the former type in the
corpus, and 78 instances of the latter.

The accompanying transcripts total 871k words
in English, which are aligned on timestamped
sentences to the appropriate video. There are
18.9k unique words where 4.6k overlap with the
large SignBSL’ dictionary resource. The most
frequently-occurring non-stopword in the dataset
is “prime” which appears 8.7k times. There are
112 individual sessions, and the nine session types

ing of what is said” (https://hansard.parliament.uk/)
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are distinguished by video and transcript titles in
the dataset. Appendix 1 provides information
about the types of parliamentary session which
make up the dataset and define how the files are
labelled.

4 Dataset compilation

Videos in .mp4 format are manually downloaded
from the Parliamentlive.tv web service, and the
official transcripts are manually downloaded from
the Hansard web page.

The videos and texts are then processed pre-
dominantly using the functionality of the Munich
Automatic Segmentation System (MAUS) (Schiel,
2015). MAUS is a Hidden Markov Model-based
statistical forced aligner which first predicts the
phonetic label based on an input transcript, and
then aligns the predicted phones with an input au-
dio signal. This service is available on the web
(Kisler et al., 2017), and can be used with other
functionalities such as pre-processing, grapheme-
to-phoneme conversion, and subtitle generation.

Figure 2 provides an overview of the processing
tasks and file types involved. A given input video
with a maximum duration of no more than nine
minutes is matched with the appropriate Hansard
transcript, and converted to .wav format using the
[fmpeg library. The input text is pre-processed by
removing all content inside parentheses and square
brackets, as well as the first three lines of proce-
dure in each Hansard document.

The resulting .zxt and .wav files are input into the
“WebMAUS Basic’® web service where the British
English language model is chosen, and output for-
mat is set to .bpf - a file type which allows for time
alignment between the phonetic transcription and
the audio signal.

The text file containing the original transcrip-
tion and the aligned .bpf file are subsequently input
into the BAS ‘Subtitle’® web tool which maps the
alignment with the original transcript in order to
generate sentence-type utterances. In order to pre-
serve full phrases as well as possible, the parame-
ters are set to split subtitles on punctuation marks,
or otherwise at a maximum length of 20 words -
the result is output to .v#t file format. These files
may be converted to a researcher-friendly .csv or

8https://clarin.phonetik.uni-muenchen.de/BAS WebServices
/interface/WebMAUSBasic
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.Jjson formats by means of straightforward, freely-
available conversion scripts'.

4.1 Dataset storage, usage and
reproducibility

This dataset is stored as open access in a Zenodo'!
repository. The processing scripts and tools, as
well as tools to isolate the signer in both framing
types, are stored in a Github repository 2.

BSL-Hansard is stored in this way due to the
terms of use'® of the UK Parliament’s web ser-
vices. It is possible to store excerpts of parliamen-
tary sessions in a manner available to everyone, but
in context and without editing or manipulating the
video or audio feeds in any way. It also allows this
resource to be available on a platform which is ro-
bust and secure.

5 Uses, discussion and future steps

It is possible for researchers, particularly those
on machine translation between signed and spo-
ken languages, to use BSL-Hansard in many ways.
This section describes some experiments that are
possible to conduct with this data, and experiments
that will improve the data inside the dataset. It also
describes some of the limitations of the dataset and
this type of dataset in general. Finally, there is a
brief note on the extensibility of this dataset and
the methods used to compile it before some con-
cluding remarks.

5.1 Sign Language translation

The first is end-to-end (E2E) sign language trans-
lation, in other words going from sign lan-
guage video directly to text. These methods are
based on Transformer encoder-decoder architec-
ture (e.g. (Liu et al., 2020)). A system introduced
in Camgoz et al. (2020) can jointly learn SLR and
translation, and negates the need to go through an
intermediate step of SL gloss-to-text transforma-
tion. They achieved state-of-the-art performance
at the time on the PHOENIX-Weather (Camgoz et
al., 2018) German Sign Language corpus. An in-
teresting next step would be to implement an E2E
method using BSL-Hansard videos. The BOBSL

10¢.g. https://github.com/iTrauco/vtt-to-csv-python-script
https://zenodo.org/record/7974945
Phttps://github.com/LaSTUS-TALN-UPF/BSL-Hansard-
tools
Bhttps://www.parliament.uk/site-information/copyright-
parliament/pru-licence-agreements/downloading—sharing-
terms—conditions/
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Figure 2: Processing pipeline between input video and text into time-aligned labelled text, including the file input and output
types involved. The dataset is made up of the video files and time aligned text captions (pictured, top right).

authors (Albanie et al., 2021) did implement an
E2E transformer-based methodology with limited
success (1.00 BLEU-4), citing the unconstrained
settings, large vocabulary and wide domain of their
dataset. It is possible that better results may be
achieved on this dataset despite its much smaller
size as it is much more domain-specific by only
containing parliamentary exchanges.

It may also be beneficial to implement other
E2E methods, such as the recent SLTUNET
model (Zhang et al., 2023). Also, the STMC trans-
former (Yin and Read, 2020) has been shown to
outperform Camgoz et al. (2020)’s results and to
be generalisable to other datasets.

5.2 Annotation, alignment and recognition

As E2E translation is the only translation type pos-
sible, due to the SL video not having annotations,
it may be beneficial to label this dataset with SL
glosses. Fortunately, BSL has rich dictionary re-
sources to draw from with relatively large vocabu-
lary sizes.

Outwith the joint approach in E2E SLT, la-
belling can be achieved through continuous
SLR (Wadhawan and Kumar, 2021). The two
different video framing settings may be challeng-
ing, but signers are consistently directly facing the
camera and dressed in grey formal clothing.

While the dataset is labelled with aligned En-
glish text, it is also possible to perform align-
ment as an automated annotation strategy known
as ‘sign spotting’. As proposed in Albanie et
al. (2020), keywords may be spotted through
mouthings (a frequently-used articulator in SL in-
ventories) using computer vision techniques. In

addition, signs can be spotted through comparing
them to SL lexicons - as previously mentioned,
these are well resourced for BSL. Sign spotting
may be a fruitful technique for this dataset specif-
ically, as parliamentary procedure makes terms
such as ‘Mr. Speaker’ or ‘prime minister’ occur
very frequently which means these can be used as
temporal keypoints for further annotation.

These methods may be considerably less accu-
rate than manual transcription, but are far less hu-
man resource-intensive.

5.3 Limitations and opportunities

The main limitation of interpreted SL data, which
makes up all of BSL-Hansard, is that it lacks
the naturalness and regional (Sutton-Spence and
Woll, 1999) and sociolinguistic (Lucas and Bay-
ley, 2016; Schembri et al., 2018) variation of na-
tive and conversational BSL. It is also important
to note that interpreted SL may not convey the en-
tire message of the spoken language data due to
brevity restrictions and errors which naturally oc-
cur during live interpretation. That being said, this
data is still valuable as the sheer amount of parallel
sentences in one domain allow the implementation
of machine learning techniques.

This dataset is also readily extensible, as there
is a constant and increasing stream of BSL-
interpreted parliamentary sessions becoming avail-
able. It may also be possible to extend this method-
ology of dataset compilation into, for example, the
Scottish and Catalan Parliaments which both have
signed video and official transcripts available to
download.
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Appendix 1: Dataset statistics

Type Description Total
PMQs Prime Minister’s Questions 110
Budget Financial  statements/budgets 7
from the Chancellor of the
Exchequer Signer # sessions Partition
Covid Statements about the Coron- 4 S101 1 Test
avirus pandemic S102 16 Train
NIQs Questions to the Secretary of 2 S103 2 Test
State for Northern Ireland S104 2 Train
SCQs Questions to the Secretary of 2 S105 1 Dev
State for Scotland S106 1 Test
WEQs Questions to the Minister for 2 S107 6 Train
Women and Equality S108 7 Train
AGQs Questions to the Attorney Gen- 1 S109 3 Train
eral S201 5 Test
CYQs Questions to the Secretary of 1 S202 4 Dev
State for Wales S203 10 Test
SITQs Questions to the Minister for 1 S204 15 Dev
Science Technology and Innova- S205 24 Train
tion S207 16 Train
Afghanistan Updates on the conflict in 1 S208 1 Test
Afghanistan S209 1 Train
Table 1: Session types and frequency in the dataset 5210 6 Test
S211 2 Dev

Table 2: Individual signer IDs used in the corpus, number of
occurrences in sessions, and place in the dataset partition



