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Message of thanks from the workshop organizers

We would like to thank the authors for their valuable workshop submissions, as well as the many
anonymous reviewers who volunteered their time for this workshop. We also thank all the participants
of the Adversarial Nibbler Challenge—your contributions will help us better understand safety in text-
to-image models.
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