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Abstract

In this paper, we describe our system for
ImageArg-2023 Shared Task that aims to iden-
tify an image’s stance towards a tweet and de-
termine its persuasiveness score concerning a
specific topic. In particular, the Shared Task
proposes two subtasks viz. subtask (A) Mul-
timodal Argument Stance (AS) Classification,
and subtask (B) Multimodal Image Persuasive-
ness (IP) Classification, using a dataset com-
posed of tweets (images and text) from contro-
versial topics, namely gun control and abortion.
For subtask A, we employ multiple transformer
models using a text based approach to classify
the argumentative stance of the tweet. For sub
task B we adopted text based as well as multi-
modal learning methods to classify image per-
suasiveness of the tweet. Surprisingly, the text-
based approach of the tweet overall performed
better than the multimodal approaches consid-
ered. In summary, our best system achieved
a F1 score of 0.85 for sub task (A) and 0.50
for subtask (B), and ranked 2nd in subtask (A)
and 4th in subtask (B), among all teams sub-
missions.

1 Introduction

Persuasiveness mining is an important task within
Argument Mining(Green, 2014; Stede et al., 2019),
that is aimed at detecting and analyzing the ability
to influence one’s beliefs, attitude, intentions, moti-
vation, and behavior (Lawrence and Reed, 2019).
It has gained increased attention recently (Carlile
et al., 2018; Chakrabarty et al., 2020) though most
of the research focused on texts.

Persuasion, however, may depend not only on
natural language but on other modalities (eg. vi-
sual means) as well. ImageArg is an initiative that
attempts to capture this opportunity and expand
persuasiveness mining into a multi-modal realm
(Liu et al., 2022, 2023). It presents a multi-modal
dataset consisting of annotations on tweets along
with associated images, that supports benchmark-

ing of state-of-the-art models on multiple argu-
mentative classification tasks. ImageArg Shared
Task 2023 proposes two subtasks viz. subtask (A)
Multimodal Argument Stance (AS) Classification:
Given a tweet composed of a text and image, pre-
dict whether the given tweet supports or opposes
the topic, and subtask (B) Multimodal Image Per-
suasiveness (IP) Classification: given a tweet com-
posed of text and image, predict whether the image
makes the tweet more persuasive or not. In this
paper, we report our systems for addressing both
the subtasks.

Transformer based Multimodal text-embedded
classification has been a promising approach re-
cently (Sun et al., 2021; Liang et al., 2022b; Li
et al., 2019; Radford et al., 2021; Li et al., 2019;
Jia et al., 2021; Dosovitskiy et al., 2020). Taking
inspiration from this, we explore multiple trans-
former models using text as well as multimodal
learning methods, for both subtasks (A) and (B).
Surprisingly, the text-based approach of the tweet
performed better than the multimodal approaches
considered. In particular, our best text based model
achieved a F1 score of 0.85 for sub task (A) and
0.50 for subtask (B), and ranked 2nd in subtask
(A) and 4th in subtask (B), among all teams sub-
missions. Also, our benchmark results highlight
the challenge of these tasks and indicate there is
ample of room for model improvement. We demon-
strate the limitation of these general multi-modal
methods and discuss possible future work.

2 Related works

2.1 Stance Classification:

Stance Detection has been extensively studied in
the literature ranging from detecting the stance
of authors towards a single topic or different as-
pects of heterogeneous topics/entities (Kiiciik and
Can, 2020). Some of the earlier contributions (Au-
genstein et al., 2016; Riedel et al., 2017; Thorne
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et al., 2017) to stance detection involved the us-
age of basic ML algorithms, bag-of-words(BOW)
as features, TF-IDF feature based dense MLPs, se-
quence models such as LSTM by processing tempo-
ral and linguistic sequence information. Recently,
several approaches have emerged adopting trans-
former based architectures. While stance detection
is being actively pursued (Liang et al., 2022a), chal-
lenges such as the following remain: i) Learning
with less data ii) Learning contrastive representa-
tions robust enough for complex stance features
jointly by reusing the encoder representations to
directly classify the stance based on extracted fea-
tures as opposed to using a dedicated classifier,
iii) Identifying right modality combination for the
anchor, reference subspaces.

2.2 Persuasiveness Classification:

Past works have addressed several persuasiveness
related tasks (Carlile et al., 2018; Chakrabarty et al.,
2020), and in particular, ranking debate arguments
(Wei et al., 2016), how audience variables (e.g.,
personality) influence persuasiveness through dif-
ferent argument styles (Lukin et al., 2017; Persing
and Ng, 2017), but mainly focused on texts. (No-
javanasghari et al., 2016) explored coarse-grained
fusion ideas such as concatenation for persuasive-
ness mining. In the area of vision-language, tasks
are mainly designed for evaluating models’ ability
to understand visual information as well as express-
ing the reasoning in language (Antol et al., 2015;
Goyal et al., 2017; Hudson and Manning, 2019).
In addition to the main stream, a few works study
the relationship between image and text: (Alikhani
et al., 2019) annotates the discourse relations be-
tween text and accompanying imagery in recipe
instructions; and (Kruk et al., 2019) investigates
the multi-modal document intent in instagram posts.
However, multimodal learning for AM has been
under-explored due to a lack of multi-modal cor-
pora.

3 Task and Dataset Description

ImageArg dataset is composed of tweets (images
and text) from controversial topics, namely gun
control and abortion. ImageArg shared task is di-
vided into two subtasks.

Subtask A: Argumentative Stance (AS) Clas-
sification Given a tweet composed of a text and
image, predict whether the given tweet Supports or
Opposes the given topic, which is a binary classifi-

cation task.

Subtask B: Image Persuasiveness (IP) Classifi-
cation Given a tweet composed of text and image,
predict whether the image makes the tweet text
more Persuasive or Not, which is also a binary
classification task.

For convenience, below we refer to the subtasks
(A) and (B) simply as Tasks A and B.

4 Our approach

4.1 Task A - Stance Classification:

For Task A, as the training data is not large, we
ventured to explore a predominantly text-based
approach, with tweet text and tweet image con-
tents extracted from OCR fed as the inputs to the
system. Our idea was to build a model capable
of learning their corresponding unified representa-
tions which could be sufficiently discriminative in
the stance detection classifier space. We consid-
ered multiple candidate models that satisfy this cri-
teria and evaluated them on the ImageArg dataset.
For all our approaches, we randomly split the in-
stances into 80/20 percent and performed 5-fold
cross-validation on the validation(dev) set to select
the best model.

Approach 1: (TS5 NLI) We used pretrained
T5(Text-to-Text Transformer) to fine tune the
model for the given dataset and also adjusted the
hyper-parameters based on the best performance.
During TS5 training, we set the number of beams as
50 and the number of returned sequences as 5.

Approach 2: (BERTweet-based model) Sen-
timent based classifier using BERTweet(Nguyen
et al., 2020), a large-scale language model pre-
trained for English Tweets using RoBERTa model
and cross-entropy loss with custom linear layers.
The positive and negative labels of the classifier
corresponds to support and oppose labels of stance
classification task. We have used the pretrained
BERTweet model and fine-tuned the model for its
best performance.

Approach 3: (Contrastive BERT model) : We
adopt a multi-task contrastive learning framework
with a two step representation learning paradigm,
similar to (Chen et al., 2022). Firstly, stance label
prefixed textual sequences were fed as inputs to a
transformer encoder as the target Input anchor. Sec-
ond, the corresponding positive and negative refer-
ence input samples were fed as inputs to a shared
BERT encoder in the parameter space. Then, the fi-
nal hidden state classifier token [CLS] is used as the
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Figure 1: Illustration of Our Approach - Ensemble model of multiple classifiers such as TS NLI, BERTWeet model,

Contrastive BERT

standalone output label representation of the input
sequence and the remaining hidden layer outputs
served as sequence representation with labels en-
coded. Among the different variants of contrastive
learning available, we used dual stance aware su-
pervised contrastive learning technique with lin-
ear classifier. We also evaluate several candidate
groups to serve as the anchor, positive, negative ref-
erence triplets in the proposed Dual Stance Aware
Supervised Contrastive Learning space and found
the more straightforward tweet text to act as effi-
cient anchors in this space.

Approach 4: (Ensemble model) : We also
considered a final model that uses an ensemble ap-
proach. In this model, we classify new data points
by first applying the above 3 models, and then tak-
ing a majority vote of the predictions. In other
words, the final prediction is determined by the
class predicted by at least two models.

We have experimented a few other approaches,
but as we observed on validation set, Contrastive
BERT performed the best, followed by T5 and
BERTweet based model. The ensemble model was
marginally better in comparison. Thus we consid-
ered only these four models.

4.2 Task B - Image Persuasiveness:

For Task B, given the previously studied limitations
in literature of projecting the claim and the evi-

dence separately, it becomes imperative to utilize
both the tweet text and the tweet image to assess the
persuasiveness of the input sample. Hence, we pro-
pose separate models for Task B which can jointly
deal with both the input modalities or the corre-
sponding input sequences and understand their rep-
resentations. Thus, as in Task A, we explored mul-
tiple candidate models and evaluated them on the
ImageArg dataset.

Approach 1: (T5 NLI model) We adopted a sen-
tence pair classification approach with TS model.
The tweet text and tweet image (OCR to Text) were
passed as the two sentences, and fine tuned the
model for the image persuasiveness dataset. We
adjusted the hyper-parameters based on the best
performance, as in the case of Task A.

Approach 2: (Stancy BERT) We use a BERT-
base model which is fine-tuned with the standard
Cross-Entropy Loss and the proposed consistency
loss based on sequence similarity based on the
tweet text evidence and supporting tweet image
based texts/captions/expressions. This joint loss
helps the model to acquire classifying features in
addition to features central to stance similarity be-
tween two sequences.

Approach 3:(Multimodal ALBEF model) In
addition to the text only model, we also experi-
mented with multimodal fusion techniques using
pretrained models of image encoder ResNet50 (He
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et al., 2016), VGG and ViT, ALBEF model (align-
ing the image and text representations before fus-
ing them through cross-modal attention with con-
trastive loss) and fine-tune them with linear classi-
fiers. During validation, multimodal learning for
Image Persuasiveness for Task B (Image and Text
only) using ALBEF model performs better than the
other variants of image encoders.

Approach 4: (Ensemble model) As in Task A,
we considered an ensemble model that adopts a
majority vote of the predictions by the 3 models
above.

5 [Experiments & Results:

For both Task A and Task B, we used tweet text,
tweet image-text (OCR to text, using EasyOCR
tool') and custom pre-processing techniques to re-
fine and clean up the textual sequences. For the lat-
ter, we used the BERTweet preprocessing scripts>.
All the images are resized to (224%224) dimen-
sion and minor data augmentation(i.e., horizontal-
flipped, rotation) was performed during train-
ing.Subsequently, we trained and performed ex-
periments as outlined in Section 4.

To measure performance, we employ Precision,
Recall and F1-score as metrics. In addition, we
also consider class-weighted F1-score to account
for class imbalance.

The experiments were executed on NVIDIA-
GeForce Tesla V100 series SXM2-32GB with 5
cores of GPU machines. Models were trained for
10 epochs, and the pretrained weights for the trans-
formers prior to fine-tuning were downloaded from
the HuggingFace Library.

5.1 Task A - Stance Classification:

For stance classification, we adopted the four ap-
proaches described in Section 4.1. We used hy-
perparameters which were previously found to be
optimum for Textual Entailment tasks including a
Contrastive System Loss, AdamW optimizer, learn-
ing rate of 2e-5/5e-5.

The results of Task A on test set are shown in
Tables 1 and 2.

Expectedly, the ensemble model achieved the
best performance on the test also, but the ranking
of the other models was slightly different. We argue
that this could be because of the variance and the
size of the dataset being on the smaller side.

"https://github.com/Jaided AI/EasyOCR
“https://github.com/VinAIResearch/BERTweet

Table 4 shows two examples where most of the
models misclassified. In the first example, the sum-
mary text is inclusive but unfortunately requires the
full text from the URL to classify correctly. The
second example is expressed in a supportive tone,
but the facepalm expression presumably misleads
model to classify this as a sarcastic/opposing tweet.

5.2 Task B - Image Persuasiveness:

The Task B results on test are presented in Tables
1 and 3. We observe that, on test set, TS NLI per-
formed the best, followed by the ensemble model.
The multimodal approach (ALBEF) had a surpris-
ingly poor score, which could mean that larger
datasets are required to deal with multimodal clas-
sification. Also, the results imply that Image Per-
suasiveness classification is a far more challenging
problem and there is significant room for improve-
ment.

6 Conclusion

This paper described our system for ImageArg-
2023 Shared Task consisting of two subtasks viz.
Subtask (A) Multimodal Argument Stance (AS)
Classification, and Subtask (B) Multimodal Image
Persuasiveness (IP) Classifi- cation. The tasks used
a dataset composed of tweets (images and text)
from controversial topics, namely gun control and
abortion.

For subtask (A), we employ multiple transformer
models using a text based approach to classify the
argumentative stance of the tweet. For sub task
(B) we adopted text based as well as multimodal
learning methods to classify image persuasiveness
of the tweet. Surprisingly, the text-based approach
of the tweet overall performed better than the mul-
timodal approaches considered. In summary, our
best system achieved a F1 score of 0.85 for sub
task (A) and 0.50 for subtask (B), and ranked 2nd
in subtask (A) and 4th in subtask (B), among all
teams submissions.

The results imply that image persuasiveness clas-
sification is a far more challenging problem and
there is a significant room for improvement. How-
ever, it might require larger datasets to deal with
the multimodal classification challenges.
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