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Abstract

Named entity recognition (NER) is one of many
challenging tasks in Arabic Natural Language
Processing. It is also the base of many criti-
cal downstream tasks to help understand the
source of major trends and public opinions. In
this paper, we will describe our submission
in the Wojood NER Shared Task of Arabic-
NLP 2023. We used a simple machine read-
ing comprehension-based technique in the Flat
NER Subtask ranking eighth on the leaderboard
with a 91.13% F1-score. For the Nested NER
Subtask, we fine-tuned a pre-trained language
model and got a 92.61% F1 score ranking third
on the leaderboard.

1 Introduction

Arabic internet content has witnessed a leap in
the past years which encourages the community to
explore a large spectrum of tasks. Named Entity
Recognition (NER) is one of the fundamental tasks
that can be included in many applications. It uses
semantic text features to identify names, organi-
zations, locations, and many other mentions in a
given text. This information can be used to identify
social media trends (Li et al., 2022), summarize
articles (Nan et al., 2021) or as a component in
question answering (Mollá et al., 2006) and ma-
chine translation (Nowakowski et al., 2022).

Many techniques to solve the NER problem have
emerged and can be classified into three categories:
sequence labeling, span-based classification, and
sequence-to-sequence generation. Sequence label-
ing mainly classifies the entity type of each word or
token. This category has been investigated widely
in high and low-resource languages (Yang et al.,
2018; Katiyar and Cardie, 2018).

For the span-based models, They depend on gen-
erating all possible spans in the input and classify-
ing each span (Yu et al., 2020). For the sequence-
to-sequence models, a decoder is required to start
generating the tag for each token (Zhu et al., 2020;

Straková et al., 2019), or generate all found tags
with their span indices (Yan et al., 2021). Apart
from the mentioned categories, other methods have
been proposed that include contrastive learning as
in (Huang et al., 2022; Das et al., 2022; Zhang et al.,
2022; Hussein et al., 2023).

Lots of challenges exist for the Arabic NER
problem, i.e. the lack of a large well-annotated
dataset or language-dependent problems (Shaalan,
2014). These issues may have restricted the ex-
ploration of all the mentioned techniques. The se-
quence labeling technique has been the most inves-
tigated (Qu et al., 2023). Many encoders have been
deployed starting from recurrent neural networks
till the transfer learning from pre-trained language
models like AraBERT (Antoun et al., 2020) and its
variants. Recently, there were attempts to explore
the multitasking track as in (Jarrar et al., 2022).

In this paper, we are trying to explore the ma-
chine reading comprehension method (MRC) (Li
et al., 2020) and compare it to the sequence label-
ing technique with a pre-trained language model
as a baseline. MRC injects a prompt alongside
the input text to help the model better exploit the
features that will aid it in answering the prompt.
The model is guided not just to perform sequence
labeling but to understand the meaning behind it
and maybe better generalize to uncommon cases.

We describe our submission, to the Wojood NER
Shared Task (Jarrar et al., 2023), which covers us-
ing the pre-trained model JABER (Ghaddar et al.,
2021) in a sequence labeling technique, and for-
mulating the Arabic NER task as a machine read-
ing comprehension task following (Li et al., 2020).
Further, we followed (Izmailov et al., 2018) on av-
eraging the best checkpoints of the Flat NER model
producing our best result.

2 Data

For our experiments, we used the Wojood dataset
(Jarrar et al., 2022) which contains 21 entity labels.
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Figure 1: Label Distribution For the Nested NER Train
Split

It contains three splits: train, validation, and test
with 16,817, 3,133, and 5,990 sentences respec-
tively. The train entities distribution can be found
in Figure 1. To use this dataset in an MRC model, It
needed some preparation. We created a new dataset
where each sample includes the following fields:
the context (the input text), the query (the entity
type), and the start and the end positions of the
answer to the queried type. These positions are
indicated using the index of the start and end entity
word in the context respectively.

The sizes of the dataset splits went up to 353,157,
65,793, and 125,790 since there are 21 new data
samples for each sentence. We tried two different
types of queries: the Arabic translation of the la-
bels (keywords) using Google Translate 1 and the
annotation guidelines of each entity as mentioned
in (Jarrar et al., 2022). Examples of the dataset us-
ing the annotation guidelines queries can be shown
in Table 1

For the flat NER task, we found 39,724 and
5,799 answered queries in the train and valida-
tion sets respectively. These numbers increased
to 47,457 and 6,973 in the nested NER task. We
can notice that the Geopolitical entity (GPE), Date,
and Organization categories comprise most of the
dataset with more than 11K occurrences each. In
contrast, Percentage, Quantity, and Unit categories
have less than 50 occurrences each.

3 System

This section will describe our two approaches:
the sequence labeling technique and the problem
formulation as a machine reading comprehension
problem.

1https://translate.google.com/?sl=ar&tl=en&op=
translate

3.1 Sequence labeling Models

We conducted several experiments using the
same codebase as (Jarrar et al., 2022). The flat
NER model is composed of a pre-trained language
model with a classifier layer of 43 classes following
the IOB2 scheme (I-tag and B-tag for each category
+ O-class). The nested NER model uses 21 paral-
lel classification layers for each category, where
the output number of classes for each layer is 3
(B, I, and O). Several backbones (PLM) were ex-
plored using the sample data provided here 2. For
training the model, we used the cross entropy loss
between the predicted index and the ground truth
class index.

We used AraBERTv2, AraBERTv2-Twitter (An-
toun et al., 2020), MARBERT, MARBERTv2
(Abdul-Mageed et al., 2021), AraElectra (Antoun
et al., 2021), CamelBERT (Inoue et al., 2021) and
JABER(Ghaddar et al., 2021). The best-performing
encoders were JABER followed by AraBERTv2.
Therefore we used JABER for training our se-
quence labeling models on both flat and nested
tasks. JABER (Ghaddar et al., 2021) is a pre-
trained language model that uses a byte-level byte
pair encoding (BBPE) with data cleaning tricks,
leveraging better representation of the input text.

3.2 Machine Reading Comprehension (MRC)

We decided to explore the effect of MRC by
applying the method mentioned in (Li et al., 2020).
It starts by creating a query for each category in the
dataset. We created 21 queries for each data sample.
The model’s role is to extract the answer span to
the query from the context (the data sample). The
input to the model is the concatenation of the query
and the context.

The model consists of a pre-trained encoder fol-
lowed by two binary classifiers for which a token
embedding is an input. The first binary classifier de-
tects whether the provided context token represents
the start of the query answer span. The second clas-
sifier predicts if the token is the end of an answer
span.

There is another binary classifier whose role is
to predict whether a token i and a token j from the
same sentence can represent an answer span (start
and end respectively). This is to match the end
index with its start in case multiple start and end
indices are found for the same query. This classifier

2https://github.com/SinaLab/ArabicNER
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Query Start Position End Position
Geopolitical like countries, cities, and states

ÈðYË@ð 	àYÖÏ @ð 	à@YÊJ. Ë @ É�JÓ �éJ
�AJ
�ñJ
m.Ì'@
[6, 13] [7, 13]

Legal or social bodies like institutions, companies, agencies, teams, parties,
armies, and governments.
��Q 	®Ë @ð �HBA¿ñË@ð �HA¿Qå��Ë @ð �HA�� 
ñÖÏ @ É�JÓ �éJ
«AÒ�Jk. B@ ð



@ �éJ
 	Kñ 	KA �®Ë @ �HA
JJ
êË @

�HAÓñºmÌ'@ð ��ñJ
m.Ì'@ð H. @ 	Qk


B@ð

[1] [4]

Table 1: Example of data samples for the context: Message from the Makassed Islamic Charity Association in Jerusalem to the
Acting Prime Minister in Jerusalem.

.�Y�®Ë@ ú
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	̄ �éJ
ÓC�B
 @
�éK
Q�
	mÌ'@ Y�A�®ÖÏ @ �éJ
ªÔg.

�éËA�P
13 12 11 10 9 8 7 6 5 4 3 2 1 0

works with the two binary classifiers to filter the
spans and produce the answer.

The ground truth labels consist of two lists of
length N and a matrix of size NxN, where N is
the number of tokens. The first list indicates if the
token is the start of an answer span, while the other
indicates the end. The matrix entry indicates if the
token i and a token j is an answer span. The model
is trained using the binary cross entropy loss.

3.3 Stochastic Weighted Average (SWA)

To improve the results, we adopted the technique
mentioned in (Izmailov et al., 2018). They show
that averaging multiple checkpoints of the model
can improve the performance. Due to the large size
of the created dataset, this choice is more conve-
nient than an ensemble. It leads to a better usage
of the computational power and decreases the in-
ference time. Hence, we averaged the weights of
the best four checkpoints of the MRC model in the
flat NER Subtask.

3.4 Model Evaluation and Post processing

For the flat model inference, each sentence will
be queried for every tag. The answer is returned
as a list of start and a list of end positions. The
answers for all 21 queries are gathered so that each
word is given only one tag with the IOB2 scheme.
We face a challenge here where there could be
words that are included in many answer spans i.e.
given two or more different labels. This can be
summarized in three cases:

1. A word given B-tag1 and B-tag2
2. A word given I-tag1 and B-tag2
3. A word given I-tag1 and I-tag2
We solve this problem for the flat NER by as-

signing priorities to labels. These priorities are
based on the frequency of the label in the training

set. The more the label exists in the train set, the
higher priority it gets (we are counting the B-tags
only). We also make sure that the label of the word
matches that of its previous in the case of I-tags.
In this way, the longest named entity streak is pre-
served and the priority selection happens mainly in
case of conflicting B-tags only.

3.5 Training Details

All models were trained on a V100 GPU. For the
submitted nested model we used JABER encoder in
the sequence labeling technique with a batch size of
8, a learning rate of 1e-5, and a maximum sequence
length of 512. The model achieves its best result at
epoch 40 and is trained for 24 hours. As For MRC
models in the tasks, several experiments were done
while varying the learning rate between 3e-5, 3e-6,
and 2e-5. We also tried using a maximum sequence
length of 200 and 256.

For the submitted flat model, we used an
AraBERT-based MRC model that is trained with a
batch size of 10, a learning rate of 3e-5, and a 256
maximum sequence length. The model stabilizes
at epoch 10 and is trained for 48 hours. Our imple-
mentation is based on the MRC official code3.

4 Results

We started with the sequence labeling technique
in both tasks. The results with JABER on the vali-
dation set are higher in both flat and nested tasks
hence we used them as our first test submission.

We tried to enhance the results by employing
the MRC technique. We tried the two backbones
AraBERT and JABER for both tasks. In the flat
NER task, the results improved, unlike the nested

3https://github.com/ShannonAI/
mrc-for-flat-nested-ner/
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task. To further improve the results we tried per-
forming the SWA technique which gave us the best
results on the flat NER task. A table of the con-
ducted experiments and results can be shown in
Table 2

F1-Score Precision Recall

Flat NER Subtask

Seq. Lab. (AraBERT) 0.8688 0.8558 0.8822
Seq. Lab. (JABER) 0.9052 0.90 0.9106
MRC (AraBERT) 0.9065 0.9192 0.8942
MRC (JABER) 0.9086 0.9207 0.8969
MRC (AraBERT) + keywords 0.9038 0.9208 0.8875
MRC (JABER) + keywords 0.9037 0.9249 0.8836
MRC (AraBERT) + SWA 0.9113 0.9133 0.9092
MRC (JABER) + SWA 0.9095 0.9152 0.9039

Nested NER Subtask

Seq. Lab. (AraBERT) 0.8929 0.8832 0.9028
Seq. Lab. (JABER) 0.9261 0.921 0.9313
MRC (AraBERT) 0.9124 0.9214 0.9036
MRC (JABER) 0.9203 0.926 0.9146
MRC (AraBERT) + keywords 0.9177 0.9188 0.9167
MRC (JABER) + keywords 0.9138 0.9241 0.9039
MRC (JABER) + SWA 0.9219 0.9226 0.9212

Table 2: Results on the test set using Sequence labeling and
MRC techniques Associated with SWA.

5 Discussion

By inspecting the model performance on the vali-
dation set. We found that the flat and nested models
perform poorly in the quantity, website and product
classes. This is due to the insufficient number of
data samples as well as the inconsistency in the
annotations. An example for the inconsistency:
‘Vodafone Cash and Orange Cash’, these are two
equivalent entities but the ground truth label for
‘Vodafone Cash’ is Organisation while the label for
‘Orange’ is Product.

For the flat NER task, the two best-performing
models are MRC (AraBERT) and MRC(JABER)
with stochastic weighted averaging. We analyzed
the output to find the cases mentioned in Section
3.4. We found 100 words with different B-tag and
I-tag labels amongst them 51 words with differ-
ent I-tag-only labels and 12 words with different
B-tag-only labels in the AraBERT-based model.
An example of the B-tag confusion is the word
‘Google’ where it is assigned the labels B-ORG
and B-WEBSITE. The JABER-based model has
163 words with conflicting B-tag and I-tag labels,
amongst them 68 with conflicting I-tags only and
38 with conflicting B-tags only.

We wanted to analyze the efficiency of our
priority-based selection scheme. We compared it
with choosing randomly the B-tag label amongst
the conflicting ones. We conduct 5 runs, calculate

the validation F1-score at each time, and average
them. For the AraBERT-based model, we find the
priority scheme to score 0.90642 and the random
scheme to score 0.90675. For the JABER-based
model, the priority scheme produces 0.90173 while
the random scheme scores 0.90155.

We notice that the more confusion in the model
output, the more the random scheme fails. The first
model had 12 conflicting B-tag words while the
second had 38. Hence, to ensure determinism and
reproducibility, we decided to follow the priority
scheme. As a plan, we can choose a better scheme
that would keep the model confidence scores for
all 21 inferences for the sentence and compare con-
flicting ones to choose the B-tag with the highest
score.

The Flat NER results show that the effect of
adding SWA to the AraBERT-based MRC model is
greater than adding it to the JABER-based model.
We investigated the F1 score of each class for all
the checkpoints involved in SWA. For the JABER-
based models, no checkpoint could have enhanced
greatly the scores of the best checkpoint.

On the other hand, other checkpoints included
in the AraBERT-SWA model perform better in the
cardinal, GPE, money, time, and website classes
which corrected the labels on 32 samples. Mean-
while, there was a slight degradation in language,
law, location, occupation, product, and quantity
classes which yielded the mislabeling of 9 samples.
The degradation is not effective though due to the
sparsity of these classes in the dataset. In total,
there was an improvement in the performance over
the best checkpoint.

6 Conclusion

Arabic NER has been an underexplored prob-
lem, the lack of a large dataset can be one of the
reasons. In this work, we investigate the effect
of applying the machine reading comprehension
technique to the Arabic NER problem. We tried
two different types of prompts and concluded that
the label description is more beneficial than insert-
ing keywords as queries. We compared MRC and
the sequence labeling technique. We also investi-
gated the effectiveness of applying the stochastic
weighted averaging technique. We found that the
results are comparable between the sequence label-
ing and MRC and either of them can be used in
NER. Many other methods still exist and can be
tackled and finetuned for Arabic usage.

774



7 Limitations

MRC suffers from low scalability and long infer-
ence time. For every sentence, the required number
of inferences is equal to the number of categories
in the dataset. Also, the created training dataset is
very sparse, many queries have no answer. Future
trials can include training with a balanced set of
answered and unanswered queries.

Moreover, another limitation that would affect
the model performance is the absence of a consid-
erable amount of samples for some of the classes
in the dataset, i.e. the Unit class. There is no occur-
rence of this class in the Flat validation set which
makes us unable to judge the model performance.
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