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Abstract

We describe the findings of the fourth Nu-
anced Arabic Dialect Identification Shared Task
(NADI 2023). The objective of NADI is to
help advance state-of-the-art Arabic NLP by
creating opportunities for teams of researchers
to collaboratively compete under standardized
conditions. It does so with a focus on Arabic
dialects, offering novel datasets and defining
subtasks that allow for meaningful comparisons
between different approaches. NADI 2023 tar-
geted both dialect identification (Subtask 1) and
dialect-to-MSA machine translation (Subtask 2
and Subtask 3). A total of 58 unique teams reg-
istered for the shared task, of whom 18 teams
have participated (with 76 valid submissions
during test phase). Among these, 16 teams
participated in Subtask 1, 5 participated in Sub-
task 2, and 3 participated in Subtask 3. The
winning teams achieved 87.27 F1 on Subtask 1,
14.76 Bleu in Subtask 2, and 21.10 Bleu in Sub-
task 3, respectively. Results show that all three
subtasks remain challenging, thereby motivat-
ing future work in this area. We describe the
methods employed by the participating teams
and briefly offer an outlook for NADI.

1 Introduction

Arabic is a term usually used to collectively re-
fer to a host of languages and language varieties,
rather than a single language. While most of these
languages and varieties are similar to one another,
there can be significant differences between some
of them. For example, Egyptian Arabic and Mo-
roccan Arabic are not mutually intelligible. Arabic
can also be classified into three broad categories,
classical, modern standard, and dialectal. Of these,
Classical Arabic (CA) represents the variety used
in old forms of literature such as poetry and the
Qur’an, the Holy Book of Islam. Association with
religion and literary expression endows CA with
prestige, and it continues to be used to date side by
side with other varieties. Modern Standard Arabic

Figure 1: A map of the Arab World showing the 18
countries in the Subtask 1 dataset and the 4 countries in
the Subtask 2 and Subtask 3 datasets. Each country is
coded in a color different from neighboring countries.
Subtasks 2 and 3 countries are coded as red pins.

(MSA) (Badawi, 1973; Abdul-Mageed et al., 2020b)
is a modern-day variety that is more familiar to na-
tive speakers and is usually employed by pan-Arab
media organizations, government, and in educa-
tion. The third category, Dialectal Arabic (DA), is
itself a superclass that is collectively assigned to a
host of varieties that are sometimes defined region-
ally (e.g., Gulf, Levantine, Nile Basin, and North
African (Habash, 2010; Abdul-Mageed, 2015)), but
are increasingly recognized at the more nuanced
levels of country or even sub-country (Bouamor
et al., 2018; Abdul-Mageed et al., 2020b)). NLP
treatment of Arabic dialects has thus far focused
more on dialect identification (Abdul-Mageed et al.,
2020b; Bouamor et al., 2019; Darwish et al., 2018),
machine translation (MT) (Zbib et al., 2012), mor-
phosyntax (Obeid et al., 2020).

Dialect identification is the task of automati-
cally detecting the source variety of a given text
or speech segment, and is the main focus of the
current work where we introduce the findings and
results of the fourth Nuanced Arabic Dialect Iden-
tification Shared Task (NADI 2024). The main
objective of NADI is to encourage research on Ara-
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bic dialect processing by offering datasets and fa-
cilitating diverse modeling opportunities under a
common evaluation setup. The first instance of
the shared task, NADI 2020 (Abdul-Mageed et al.,
2020a), focused on province-level dialects. NADI
2021 (Abdul-Mageed et al., 2021b), the second it-
eration of NADI, focused on distinguishing both
MSA and DA according to their geographical ori-
gin at the country level. The third instance, NADI
2022 (Abdul-Mageed et al., 2022), investigated
both Arabic dialect identification and dialectal sen-
timent analysis. NADI 2023, the current edition,
continues this tradition of extending to tasks be-
yond dialect identification. Namely, we propose
new subtasks focused at machine translation from
Arabic dialects into MSA.

More concretely, NADI 2023 shared task is com-
prised of three subtasks: Subtask 1 on dialect iden-
tification, while Subtask 2 and Subtask 3 are on
dialect MT. The difference between Subtask 2 and
Subtask 3 is that the former is a closed track where
participants are allowed to use only our provided
training data, whereas the latter is open track and so
allows participants to train their systems on any ad-
ditional datasets so long as these additional training
datasets are public at the time of submission. While
we invited participation in any of the three subtasks,
we encouraged teams to submit systems to all sub-
tasks. By offering three subtasks, our hope was
to receive systems that exploit different methods
and architectures. Many of the submitted systems
investigated diverse approaches, thus fulfilling our
objective. A total of 58 unique teams registered for
NADI 2023. Of these, 18 unique teams actually
made submissions to our leaderboard (n=76 valid
submissions during test phase). We received 14
papers from 14 teams, of which we accepted 13
for publication. Results from participating teams
show that both dialect identification at the country
level and dialectal MT remain challenging even to
complex neural methods. These findings clearly
motivate future work on all tasks.

The rest of the paper is organized as follows:
Section 2 provides a brief overview of Arabic di-
alect identification and sentiment analysis. We de-
scribe the two subtasks and NADI 2023 restric-
tions in Section 3. Section 4 introduces shared task
datasets and evaluation setup. We present partici-
pating teams and shared task results and provide
a high-level description of submitted systems in
Section 5. We conclude in Section 6.

2 Literature Review

2.1 Arabic Dialects
As stated earlier, Arabic can be broadly catego-
rized into CA, DA, and MSA. While CA and MSA
have been examined extensively (Harrell, 1962;
Cowell, 1964; Badawi, 1973; Brustad, 2000; Holes,
2004), DA became the center of attention only rel-
atively recently. A significant challenge in study-
ing DA has been the scarcity of resources. This
prompted researchers to create new DA datasets,
usually targeting a limited number of specific re-
gions or countries (Gadalla et al., 1997; Diab et al.,
2010; Al-Sabbagh and Girju, 2012; Sadat et al.,
2014; Harrat et al., 2014; Jarrar et al., 2016; Khal-
ifa et al., 2016; Al-Twairesh et al., 2018; Alsar-
sour et al., 2018; Kwaik et al., 2018; El-Haj, 2020).
This was followed by several works that introduced
multi-dialectal datasets and models for region-
level dialect identification (Zaidan and Callison-
Burch, 2011; Elfardy et al., 2014; Bouamor et al.,
2014; Meftouh et al., 2015). The initial Ara-
bic dialect identification shared tasks were part
of the VarDial workshop series, primarily utiliz-
ing transcriptions of speech broadcasts (Malmasi
et al., 2016). This was followed by creation of the
Multi-Arabic Dialects Application and Resources
project (MADAR), which provided finer-grained
data and a lexicon (Bouamor et al., 2018). Al-
though MADAR’s dataset was used for identifying
dialects at both the country and city levels (Salameh
et al., 2018; Obeid et al., 2019), the fact that it
is commissioned, rather than naturally occurring,
makes it not be optimal for dialect identification
especially in contexts such as social media.

Subsequently, larger datasets that cover between
10 to 21 countries were introduced (Mubarak and
Darwish, 2014; Abdul-Mageed et al., 2018; Za-
ghouani and Charfi, 2018; Abdelali et al., 2021;
Issa et al., 2021; Baimukan et al., 2022; Althobaiti,
2022). The majority of these datasets are com-
piled from social media posts, especially Twit-
ter. Other works collect data at a more granular
level. For instance, Abdul-Mageed et al. (2020b)
introduces a Twitter dataset along with several
models to identify variations in Arabic dialects at
the country, province, and city levels. Althobaiti
(2020) provides an overview of computational work
on Arabic dialects. More recently, benchmarks
such as ORCA (Elmadany et al., 2023) and DOL-
PHIN (Nagoudi et al., 2023) boast dialectal cov-
erage. The NADI shared task continues to lead
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efforts on providing datasets and common evalua-
tion settings for identifying Arabic dialects (Abdul-
Mageed et al., 2020a, 2021b, 2022).

2.2 Machine Translation of Arabic Dialects

Several studies focus on machine translation of Ara-
bic dialects. For example, Zbib et al. (2012) demon-
strate effects of using both MSA and DA data on
performance of Dialect/MSA to English MT. Saj-
jad et al. (2013) employs MSA as an intermediary
language for translating Arabic dialects into En-
glish. Salloum et al. (2014) examine the impact
of sentence-level dialect identification and various
linguistic features on Dialect/MSA to English trans-
lation. Guellil et al. (2017) propose a neural system
for translating Algerian Arabic written in Arabizi
and Arabic script into MSA, while Baniata et al.
(2018) introduce a system that translates Levan-
tine (Jordanian, Syrian, Palestinian) and Maghrebi
(Algerian, Moroccan, Tunisian) into MSA. Saj-
jad et al. (2020) propose an evaluation benchmark
for Dialectal Arabic to English MT, along with
several NMT systems using different training se-
tups such as fine-tuning, data augmentation, and
back-translation. Farhan et al. (2020) offer an un-
supervised dialectal system where the source di-
alect (zero-shot) is not represented in training data.
Nagoudi et al. (2021) propose a transformer-based
MT system for translating from code-mixed MSA
and Egyptian Arabic into English. More recently,
Kadaoui et al. (2023) present a comprehensive eval-
uation of large language models (LLMs), including
Bard and ChatGPT, on the machine translation of
ten Arabic varieties. To the best of our knowledge,
our work is the first shared task to enable investi-
gating MT in four Arabic dialects, namely Egyp-
tian, Emirati, Jordanian, and Palestinian. For our
MT subtasks, we also annotate and release a novel
dataset and facilitate comparisons in a standardized
experimental setting.

2.3 Previous NADI Shared Tasks

NADI 2020 The first NADI shared task, (Abdul-
Mageed et al., 2020a) was co-located with the fifth
Arabic Natural Language Processing Workshop
(WANLP 2020) (Zitouni et al., 2020). NADI 2020
targeted both country- and province-level dialects.
It covered a total of 100 provinces from 21 Arab
countries, with data collected from Twitter. It was
the first shared task to target naturally occurring
fine-grained dialectal text at the sub-country level.

NADI 2021 The second edition of the shared task
(Abdul-Mageed et al., 2021b) was co-located with
WANLP 2021 (Habash et al., 2021). It targeted
the same 21 Arab countries and 100 corresponding
provinces as NADI 2020, also exploiting Twitter
data. NADI 2021 improved over NADI 2020 in that
non-Arabic data were removed. In addition, NADI-
2021 teased apart the data into MSA and DA and
focused on classifying MSA and DA tweets into
the countries and provinces from which they are
collected. As such, NADI 2021 had four subtasks:
MSA-country, DA-country, MSA-province, and
DA-province.

NADI 2022 The third edition of the shared task
(Abdul-Mageed et al., 2022) was co-located with
WANLP 2021.1 It focused on studying Arabic
dialects at the country level as well as dialectal
sentiment (i.e., sentiment analysis of data tagged
with dialect labels). We discuss NADI 2023 in
more detail in the next section.

3 Task Description

In NADI-2023, we place our emphasis on two NLP
tasks, both crucial to processing of dialectal Arabic.
Dialect identification remains an important step
in any pipeline for processing dialects, for which
reason NADI-2023 Subtask 1 maintains the focus
on identification of Arabic dialects. In particular,
Subtask 1 targets dialect at the country level. An-
other important NLP task that has not particularly
witnessed accelerated progress over the past few
years is machine translation of Arabic dialects. For
this reason, we take as our second focal point MT
of dialects through Subtask 2 and Subtask 3. We
now describe each subtask in detail.

3.1 Subtask 1: Dialect Identification

Dialect identification has consistently been central
to the NADI shared task over the years (2020a;
2021b; 2022). In NADI-2023, we continue to focus
on dialect identification through Subtask 1.

Data For this purpose, we provide a new Twitter
dataset (i.e., TWT-2023), encompassing 18 distinct
dialects, totaling 23.4K tweets. We also provide
access to additional datasets for training. These
are NADI-2020 (Abdul-Mageed et al., 2020a),
NADI-2021 (Abdul-Mageed et al., 2021b), and
MADAR (Bouamor et al., 2018) training splits. We

1https://sites.google.com/view/wanlp2021
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Table 1: Random examples from NADI-2023 Subtask-1 training dataset spanning five different countries.
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Table 2: Random examples from MT-2023-DEV dataset spanning the four covered dialects.

refer to these datasets as NADI-2020-TWT, NADI-
2021-TWT, and MADAR-2018, respectively. We
provide further details about these datasets in Sec-
tion 4.1. Table 1 shows examples from tweets in
our NADI-2023 dataset for five countries.

Restrictions It is essential to note that Subtask 1
operates under a closed-track policy where par-
ticipants are allowed to use for system training
only datasets we provide. That is, no external data
sources can be used for training purposes in this
subtask.

3.2 Subtasks 2 and 3: Machine Translation

In this competition version, we introduce a new
theme to NADI centered around machine transla-
tion from four Arabic dialects to Modern Standard
Arabic (MSA) at the sentence level. We present
two versions of this competition, one is a closed

track (Subtask 2), and the other is an open track
(Subtask 3).

Dev and Test Data For both Subtask 2 and Sub-
task 3, we manually curate new development and
test datasets that each cover four Arabic dialects:
Egyptian, Emirati, Jordanian, and Palestinian. We
refer to these new datasets as MT-2023-DEV and
MT-2023-TEST, respectively. MT-2023-DEV com-
prises 400 sentences, with 100 sentences represent-
ing each of the four dialects; whereas MT-2023-
TEST has a total of 2, 000 sentences, 500 from each
dialect. Table 2 shows example sentences from MT-
2023-DEV for each of the four countries. During
the competition, we intentionally kept the source
domain of these datasets undisclosed. Since we typ-
ically keep a live leaderboard for post-competition
evaluation, we will not disclose the MT-2023* data
domain.
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Restrictions For the MT theme, restrictions on
use of training datasets depend on the type of track.
We offer two tracks, one closed and another open
each with its own subtask. We introduce these sub-
tasks now, detailing respective track information.

Subtask 2 – Closed-Track Dialect to MSA MT
For Subtask 2 training, we restrict to the MADAR
parallel dataset (Bouamor et al., 2019). More pre-
cisely, participants were allowed to use only the
training split of MADAR parallel corpus for this
subtask, and report on the development and test
sets we provide. This meant that use of MADAR
development and test datasets was not allowed for
Subtask 2.

Subtask 3 – Open-Track Dialect to MSA MT
For Subtask 3 training, participants were allowed
to train their systems on any additional datasets
of their choice so long as these additional training
datasets are public at the time of submission. For
example, participants were allowed to manually
create new parallel datasets. For transparency and
wider community benefits, we required researchers
participating in the open track subtask to submit
the datasets they create along with their Test set
submissions.

4 Shared Task Datasets and Evaluation

In this section, we describe the datasets we make
available to participants, introduce the chosen eval-
uation metrics, and outline the clear instructions
we provided for the submission process.

4.1 Datasets

• TWT-2023: Abdul-Mageed et al. (2020b) in-
troduce a vast dataset comprising ∼6B tweets
from 2.7M users. They systematically ex-
tract tweets that contain geographic informa-
tion and subsequently embark on a manual
annotation process for each user, classifying
their location at the city, state, and country
levels. This effort results in the identifica-
tion of ∼ 500M tweets coming from 233K
users spread across 319 cities within 21 Arab
countries. For Subtask 1, we randomly select
from this data 1, 000 training, 100 develop-
ment, and 200 testing tweets for each of the
18 covered countries. In total, this amounts
to 23, 400 tweets that we refer to as TWT-
2023. We split TWT-2023 into Train (18K),
Dev (1.8K), and Test (3.6K).

Country NADI-2020 NADI-2021 MADAR-18

Algeria 1, 491 1, 809 1, 600

Bahrain 210 215 −
Egypt 4, 473 4, 283 4, 800

Iraq 2, 556 2, 729 4, 800

Jordan 426 429 3, 200

Kuwait 420 429 −
Lebanon 639 644 1, 600

Libya 1, 070 1, 286 3, 200

Morocco 1, 070 858 3, 200

Oman 1, 098 1, 501 1, 600

Palestine 420 428 1, 600

Qatar 234 215 1, 600

Saudi Arabia 2, 312 2, 140 3, 200

Sudan 210 215 1, 600

Syria 1, 070 1, 287 3, 200

Tunisia 750 859 3, 200

UAE 1, 070 642 −
Yemen 851 429 1, 600

Total 20,370 20,398 40,000

Table 3: Distribution of Subtask-1 additional training
data. For NADI-2023, we also distribute a total of
18, 000 tweets for Train, 1, 800 for Dev, and 3, 600 for
Test (with 1, 000, 100, and 200 from each country for
18 countries listed in the table for Train, Dev, and Test,
respectively). For Subtask 2 and Subtask-3, we extract
MADAR-4-MT from Egyptian, Emirati, Jordanian, and
Palestinian data in MADAR-18 (see Section 4).

• NADI-202X-TWT. We also distribute NADI-
2020-TWT and NADI-2021-TWT datasets.
These datasets are similarly collected from
Twitter. For both of them, we use the Twitter
API to crawl data from 21 Arab countries for
a period of 10 months (Jan. to Oct., 2019).
For each case, we label tweets from each user
with the country from which they posted for
the whole of the 10 months period, thus ex-
ploiting consistent posting location as a proxy
for dialect labels. We use the same training
splits as both NADI-2020 and NADI-2021,
but only include data that cover the 18 Arab
countries we target in the current 2023 edi-
tion. It is also noteworthy that we do not
provide the NADI-2022 training dataset since
it is identical to the training set used in NADI
2021.

• MADAR-18: The MADAR corpus is a col-
lection of parallel sentences encompassing
the dialects of 25 cities from across the Arab

604



world, along with English, French, and MSA.
Since this dataset does not originally have
country-level labels, we map the 25 cities to
their respective countries. As a result, we ac-
quire a customized version of MADAR that
we refer to as MADAR-18. We offer the di-
alectal side of MADAR-18 for optional use
for training systems for Subtask-1.

• MADAR-4-MT: We extract parallel dialectal-
to-MSA data of four dialects from MADAR-
18 for training MT systems for Subtask-2 and
Subtask-3. The four pairs involve Egyptian,
Emirati, Jordanian, and Palestinian at the di-
alectal side.

Table 3 present the statistics and characteristics
of NADI-2023’s Subtask-1 training, development,
and test datasets, along with the distribution of our
additional resources, i.e, NADI-2020-TWT, NADI-
2021-TWT, and MADAR-18.2

4.2 Evaluation Metrics
The official evaluation metric for Subtask-1 is the
macro-averaged F1 score. In addition to this met-
ric, we also report system performance in terms
of Precision, Recall, and Accuracy for submis-
sions to this Subtask 1. For both Subtask 2 and
Subtask 3, we use the Bleu score as the official
metric. The Bleu score is computed separately for
each of the four dialects (i.e., Egyptian, Emirati,
Jordanian, and Palestinian). We then use the av-
erage of these individual Bleu scores to rank the
submitted systems for Subtask 2 and Subtask 3.

4.3 Submission Roles
We allowed participant teams to submit up to five
runs for each test set, for each of the three subtasks.
In each case, we only retain the submission with
the highest score for each team. While the official
results were exclusively based on a blind test set,
we also requested participants to include their re-
sults on the development datasets (Dev) in their
papers.

To facilitate the evaluation of participant sys-
tems, we established a CodaLab competition for
scoring each subtask (i.e., a total of three Codal-
abs).3 Similar to previous NADI editions, we are
keeping the CodaLab for each subtask active even

2Recall that MADAR-4-MT is extracted from MADAR-
2018

3The different CodaLab competitions are available at the
following links: subtask-1, subtask-2, and subtask-3.

after official competition has concluded. This is to
encourage researchers interested in training models
and assessing systems using the shared task’s blind
test sets. Consequently, we will not disclose the
labels for the test sets of any of the subtasks.

5 Shared Task Teams & Results

5.1 Participating Teams

We received a total of 58 unique team registrations.
At the testing phase, a total of 76 valid entries were
submitted by 18 unique teams. The breakdown
across the subtasks is as follows: 49 submission
for Subtask 1 from 16 teams, 16 submissions for
Subtask 2 from 5 teams, and 11 submissions for
Subtask 3 from 3 teams. Table 4 lists the 18 teams.
A total of 14 teams submitted 14 description papers
from which we accepted 13 papers for publication.
Accepted papers are cited in Table 4.

5.2 Baselines

For comparison, we provide three baselines for
each of the three subtasks. For Subtask 1,
we finetune MARBERTv2 (Abdul-Mageed et al.,
2021a), AraBERTtwitter (Antoun et al., 2021), and
CAMeLBERTda (Obeid et al., 2020), on TWT-2023
training data (see Section 3.1). For Subtask 2 and
3,4 we finetune AraT5v2 (Nagoudi et al., 2022),
mT5 (Xue et al., 2020), and AraBART (Eddine
et al., 2022) on MADAR-4-MT (see Section 3.1).
In each subtask, we label these baselines as Base-
line I, II, and III, respectively.

For all the baselines in both tasks, we fine-
tune each model using the training data specific
to each subtask (i.e., TWT-2023 for Subtask 1 and
MADAR-4-MT for Subtask 2 and Subtask 3) for
10 epochs with a learning rate of 2e− 5 and batch
size of 32. The maximum length is set to 256 to-
kens and we set an early stopping patience to 5.
Following each epoch, we evaluate each model and
select the best the best-performing model on the
respective Dev set. Subsequently, we present the
performance metrics of this best-performing model
on the test datasets.

5.3 Shared Task Results

Table 5 presents the leaderboard of Subtask 1 and
is sorted by macro-F1. As Table 5 shows, for each
team, we take their best macro-F1 score to repre-
sent them. Team NLPeople (Elkaref et al., 2023)

4We use the same baseline models to both Subtask 2 and
Subtask 3.
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Team Affiliation Tasks

AIC Applied Innovation Center, Egypt 1

ANLP-RG (Derouich et al., 2023) University of Sfax, Tunisia 2

Arabitools STEAM Solutions, Palestine 1

Cordyceps University of Toronto, Canada 1

DialectNLU (Veeramani et al., 2023) UCLA, USA 1, 2

Exa Exa, Iran 1

Frank (Azizov et al., 2023) MBZUAI, UAE 1

Fraunhofer IAIS Fraunhofer IAIS, Germany 1, 2

Helsinki-NLP (Kuparinen et al., 2023) University of Helsinki, Finland 2, 3

ISL-AAST (El-sayed and Elmadany, 2023) Arab Academy for Science and Technology, Egypt 1

IUNADI (Hatekar and Abdo, 2023) Indiana University Bloomington, USA 1

Mavericks (Deshpande et al., 2023) Pune Institute of Computer Technology, India 1

NAYEL Benha University, Egypt 1

NLPeople (Elkaref et al., 2023) IBM Research Europe, UK 1

rematchka (Abdel-Salam, 2023) Cairo University, Egypt 1, 2, 3

SANA (Almarwani and Aloufi, 2023) Taibah University, KSA 1

UniManc (Khered et al., 2023) University of Manchester, UK 2, 3

UoT (Nwesri et al., 2023) University of Tripoli, Libya 1

usthb (Lichouri et al., 2023) USTHB, Alegria 1

Table 4: List of teams that participated in NADI-2023 shared task. Teams with accepted papers are cited.

Rank Team F1 Acc. Pre. Rec.

1 NLPeople 87.27 87.22 87.37 87.22

2 rematchka 86.18 86.17 86.29 86.17

3 Arabitools 85.86 85.81 86.10 85.81

4 SANA 85.43 85.39 85.60 85.39

5 Frank 84.76 84.75 84.95 84.75

6 ISL-AAST 83.73 83.67 83.87 83.67

7 UoT 82.87 82.86 83.17 82.86

8 AIC 82.37 82.42 82.57 82.42

9 Cordyceps 82.17 82.14 82.57 82.14

Baseline I MARBERTv2 81.44 81.36 81.68 81.36

10 DialectNLU 80.56 80.50 80.92 80.50

Baseline II AraBERTtwitter 77.02 76.97 77.54 76.97

11 Mavericks 76.65 76.47 77.43 76.47

Baseline III CAMeLBERTda 74.56 74.47 74.90 74.47

12 exa 70.72 71.03 72.26 71.03

13 IUNADI 70.22 70.78 71.32 70.78

14 NAYEL 63.09 63.39 63.30 63.39

15 usthb 62.51 62.17 63.07 62.17

16 Fraunhofer IAIS 29.91 33.14 38.47 31.39

Table 5: Results of Subtask 1 (Country-Level DA).

obtained the best performance on Subtask 1 with
87.27 macro-F1. We can observe that 9 teams out-
perform our strongest baseline, MARBAET (i.e,
Baseline I). Table 6 and Table 7 show the leader-
board of Subtask 2 and 3, respectively. Both are
sorted by their main metrics, the overall BLEU

Rk Team Overall Egy. Emi. Jor. Pal.

1 UniManc 14.76 16.04 14.30 12.55 13.55

2 Helsinki 14.28 12.22 23.13 11.15 13.42

3 DialectNLU 13.43 11.45 21.59 10.64 12.66

4 rematchka 11.37 11.18 11.99 10.47 10.86

5 ANLP-RG 10.02 10.25 8.50 10.26 9.33

Baseline I AraT5v2 7.70 5.50 10.45 9.51 6.48

6 Fraunhofer IAIS 5.85 8.08 3.90 4.96 6.01

Baseline II mT5 2.98 4.17 3.66 3.89 3.95

Baseline III AraBART 2.63 2.44 3.16 1.89 2.60

Table 6: Results of Subtask 2 (Closed AD to MSA MT)

Rank Team Overall Egy. Emi. Jor. Pal.

1 UniManc 21.10 17.65 28.46 22.03 17.29

2 Helsinki-NLP 17.69 16.11 25.81 15.60 15.91

3 rematchka 11.37 11.18 11.99 10.47 10.86

Baseline I AraT5v2 5.41 5.50 5.84 6.06 4.47

Baseline II mT5 2.98 4.17 3.66 3.89 3.95

Baseline III AraBART 1.12 0.00 0.00 1.17 1.10

Table 7: Results of Subtask 3 (Open DA to MSA MT).

score. Team UniManc (Khered et al., 2023) won
both subtasks, achieving the best BLEU scores of
14.76 and 21.10 on Subtask 2 and 3, respectively.
We observe that five teams outperform our Base-
line I on Subtask 2.

5.4 General Description of Submitted Systems

In Tables 8 and 9, we provide a high-level summary
of the submitted systems. For each team, we list
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NLPeople 5 87.27

rematchka 3 86.18

Arabitools 4 85.86

SANA 2 85.43

Frank 2 84.76

ISL-AAST 5 83.73

UoT 2 82.87

AIC 5 82.37

Cordyceps 4 82.17

DialectNLU 5 80.56

IUNADI 1 70.22

Mavericks 1 76.65

NAYEL 5 63.09

usthb 3 62.51

Table 8: Summary of approaches used by participating teams in Subtask 1. Teams are sorted by their performance
on the official metric, Macro-F1 score. Classical machine learning (ML) indicates any non-neural machine learning
methods such as naive Bayes and support vector machines. The term “neural nets" refers to any model based on
neural networks (e.g., FFNN, RNN, CNN, and Transformer) trained from scratch. PLM refers to neural networks
pretrained with unlabeled data such as MARBERT. (Hie. Cls, hierarchical classification approach); (Contrast. L,
contrastive learning); (Data Aug., data Augmentation).

Team # submit BLUE
Techniques

Classic ML NN PLM Ensemble Aug.

Subtask 2

UniManc 5 14.76

Helsinki 3 14.28

DialectNLU 5 13.43

rematchka 1 11.37

ANLP-RG 1 10.02

Subtask 3

UniManc 5 21.10

Helsinki-NLP 5 17.69

rematchka 1 11.37

Table 9: Summary of approaches used by participating
teams in Subtask 2 and 3. Teams are sorted by their per-
formance on BLEU score for both Subtasks. Classical
machine learning (ML) indicates any non-neural ma-
chine learning methods such as naive Bayes and support
vector machines. "NN" refers to any model based on
neural networks (e.g., FFNN, RNN, CNN, and Trans-
former) trained from scratch. PLM refers to neural
networks pretrained with unlabeled data such as AraT5.
(Aug., data augmentation).

the best score with the main metric of each sub-
task and the number of submissions made by the
team. As shown in these tables, most teams use pre-
trained language models (PLM), including Trans-

former encoder-based PLMs (e.g., AraBERT (An-
toun et al., 2020) and MARBERT (Abdul-Mageed
et al., 2021a)) for Subtask 1 and Transformer
encoder-decoder PLMs (e.g., ArabT5 (Nagoudi
et al., 2022)) for Subtask 2 and Subtask 3. En-
semble voting is also an effective approach most
teams employ in Subtask 1.

The top team of Subtask 1, i.e., NLPeople (Elka-
ref et al., 2023), exploits MARBERT, AraBERT,
and AraT5 with different finetuning strategies (e.g.,
staged finetuning). To enrich the learning con-
text, they use a retrieval method to find similar
texts from the training set for a given text and
then append the retrieved texts along with corre-
sponding labels as additional input. Their best
submission is an ensemble with ten models. Team
rematchka (Abdel-Salam, 2023), exploits MAR-
BERT, AraBERT, AraELECTRA (Antoun et al.,
2021), and CAMeLBERT (Obeid et al., 2020) with
different prompting techniques and add linguis-
tic features to their models. They also use super-
vised contrastive loss (Gunel et al., 2021) to en-
hance model finetuning. Teams SANA (Almarwani
and Aloufi, 2023) and Frank (Azizov et al., 2023)
both finetune PLMs and apply ensemble voting to
achieve their best performance.
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On Subtask 2 (closed track), the winning team,
Team UniManc (Khered et al., 2023), finetune
three variants of T5 models (i.e., mT5 (Xue et al.,
2021), mT0 (Muennighoff et al., 2023), and AraT5)
with the officially released dataset. For Subtask 3
(open track), Team UniManc collects four addi-
tional supervised datasets and uses GPT-3.5-turbo
to translate 2, 712 samples from Subtask 1. Team
Helsinki-NLP (Kuparinen et al., 2023) finetune
ByT5 (Xue et al., 2022) and AraT5 with the offi-
cially released dataset of Subtask 2. For Subtask 3,
they collect six monolingual MSA datasets and syn-
thesize a parallel dataset by exploiting character-
level statistical machine translation models to trans-
late the MSA to different dialects. They then fine-
tune PLMs with the supervised dataset from Sub-
task 2 and their synthetic dataset. Similarly, both
teams DialectNLU and rematchka finetune AraT5
with the training data of Subtask 2.

6 Conclusion

We presented findings and results of NADI-2023,
the fourth edition of the NADI shared task focused
on fine-grained Arabic dialect identification. This
edition also introduced two subtasks centered on
machine translation from four Arabic dialects into
MSA. Results acquired by participant teams show
that dialect identification remains a challenging
task but that various types of approaches, many
of which involve exploiting language models, can
be used to handle the task. Similarly, translating
Arabic dialects is unsurprisingly very challenging
due to lack of training data. In the future, we plan
to continue supporting both dialect identification
and machine translation through NADI.

7 Limitations

Our work has a number of limitations, as follows:

• Although we strive for widest coverage, this
edition of NADI focused on only 18 country-
level dialects. This is due to our inability to
develop high quality datasets for a few coun-
tries such as Comoros, Djibouti, Mauritania,
and Somalia.

• NADI continues to use short texts for the Ara-
bic dialects. Due to lack of dialectal data from
other sources, we depend on short posts from
Twitter. Although these data have thus far
empowered development of effective dialect
identification models, it is desirable to afford

data from other domains that have longer texts.
This will allow development of more widely
applicable models.

• Our MADAR-18 dataset is commissioned and,
although useful, should not be used to analyze
Arabic dialects as a replacement for naturally
occurring data.

• Our machine translation subtasks focus only
on four dialects and do not offer sizeable
datasets. Modern MT systems need much
larger data to perform well. Again, in spite
of our best efforts, parallel datasets involving
dialects remain limited.

8 Ethical Considerations

The NADI-2023 Subtask 1 dataset is sourced from
the public domain (i.e., X former Twitter), with
user personal information and identity carefully
concealed. Similarly, the NADI-2023 Subtask 2
and Subtask 3 datasets are manually created. Again,
we take meticulous measures to remove user identi-
ties and personal information from this dataset. As
a result, we have minimal concerns about the re-
trieval of personal information from our data. How-
ever, it is crucial to acknowledge that the datasets
we collect to construct NADI-2023 Subtask 1 may
contain potentially harmful content. Additionally,
during model evaluation, there is a possibility of ex-
posure to biases that could unintentionally generate
problematic content.
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