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Abstract

In this paper, we introduce our participating
system to the ArAIEval Shared Task, address-
ing both the detection of persuasion techniques
and disinformation tasks. Our proposed system
employs a pre-trained transformer-based lan-
guage model for Arabic, alongside a classifier.
We have assessed the performance of three Ara-
bic Pre-trained Language Models (PLMs) for
sentence encoding. Additionally, to enhance
our model’s performance, we have explored
various training objectives, including Cross-
Entropy loss, regularized Mixup loss, asym-
metric multi-label loss, and Focal Tversky loss.
On the official test set, our system has achieved
micro-F1 scores of 0.7515, 0.5666, 0.904, and
0.8333 for Sub-Task 1A, Sub-Task 1B, Sub-
Task 2A, and Sub-Task 2B, respectively. Fur-
thermore, our system has secured the 4th, 1st,
3rd, and 2nd positions, respectively, among all
participating systems in sub-tasks 1A, 1B, 2A,
and 2B of the ArAIEval shared task.

1 Introduction

Social media platforms have transformed into sig-
nificant spaces where people communicate and col-
lect information from various sources. However,
along with this positive shift, a significant amount
of false, misleading, and harmful content has also
emerged. This includes various forms of problem-
atic content like misinformation, disinformation,
and malinformation in the form of spreading pro-
paganda, conspiracy theories, rumors, hoaxes, fake
news, false statements, hate speech, cyberbullying,
and among others (Oshikawa et al., 2020; Alam
et al., 2021; Sharara et al., 2022; Essefar et al.,
2021; Nakov et al., 2021a; Alam et al., 2022; Lam-
siyah et al., 2023; Mubarak et al., 2023).

Furthermore, the surge in online communication
platforms has also made it more important to under-
stand how people try to persuade each other. The
persuasion detection task involves the identification
and analysis of communication strategies aimed

at influencing individuals’ beliefs or actions. It
encompasses recognizing techniques such as emo-
tional appeals, logical reasoning, and rhetorical
devices in various forms of content (Dimitrov et al.,
2021). Propaganda, a subset of persuasive com-
munication, refers to the deliberate dissemination
of information, often with a biased or mislead-
ing intent, to manipulate opinions or behaviors.
It involves employing well-defined psychological
and rhetorical methods to sway audiences (Alam
et al., 2022). Several shared tasks have been orga-
nized for the detection of propaganda techniques in
text and memes. This includes the NLP4IF-2019
shared task on Fine-Grained Propaganda Detec-
tion (Da San Martino et al., 2019), SemEval-2020
task 11 on Detection of Persuasion Techniques in
News Articles (Da San Martino et al., 2020), and
SemEval-2021 task 6 on Detection of Persuasion
Techniques in Texts and Images (Dimitrov et al.,
2021). In addition to detecting propaganda tech-
niques, another intriguing task is to identify mis-
leading content within social media. This aims to
uncover various forms of disinformation, such as
hate speech, offensive language, rumors, and spam
(Barrón-Cedeno et al., 2020; Nakov et al., 2021b;
Shahi et al., 2021).

Most of the previously mentioned research
works have primarily focused on the English lan-
guage. Therefore, there is a noteworthy need to de-
velop such methods for the Arabic language, which
is spoken by a considerable number of people glob-
ally, with an estimated 372 to 446 million speakers
worldwide. With the aim of bridging this language
gap, Hasanain et al. (2020) have presented a de-
scription of three Arabic tasks that were offered
as part of the third edition of the CheckThat! lab
at CLEF 2020. It focused on false information
propagated on Arabic social media, particularly on
Twitter. Furthermore, Alam et al. (2022) have run
a shared task on detecting propaganda techniques
in Arabic tweets as part of the WANLP 2022 work-
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shop. More recently, Hasanain et al. (2023) have
introduced the ArAIEval shared task that includes
two tasks: (i) persuasion techniques detection (Sub-
Task 1A and Sub-Task 1B), and (ii) disinformation
detection (Sub-Task 2A and Sub-Task 2B) in the
Arabic Language.

In this paper, we present our submitted sys-
tem for the ArAIEval shared task (Hasanain et al.,
2023), where we tackle both the tasks of detect-
ing persuasion techniques and identifying disin-
formation. Our system utilizes a deep learning
model that comprises a transformer-based Pre-
trained Language Model (PLM) encoder designed
for the Arabic language, coupled with a classifier.
The classifier consists of a dropout layer followed
by a linear layer. To encode text inputs, we have
evaluated the performance of three Arabic PLMs:
ARBERTv2, MARBERTv2, and AraBERT-large
(Abdul-Mageed et al., 2021; Elmadany et al., 2022;
Antoun et al., 2020). During the model training
process, we have explored the following training
objectives:

• Sub-Task 1A and Sub-Task 2A: We have
used the cross-entropy loss and the regularized
Mixup (RegMixup) loss (Pinto et al., 2023).

• Sub-Task 1B: We have evaluated the binary
cross-entropy loss, the asymmetric loss for
multi-label classification (Ben-Baruch et al.,
2020), and the RegMixup loss (Pinto et al.,
2023).

• Sub-Task 2B: We have employed the cross-
entropy loss and the Focal Tversky loss (Abra-
ham and Khan, 2018).

Our system is evaluated using the weighted-
average Precision and Recall as well as the mi-
cro and macro F1 score. It has achieved micro-F1
scores of 0.7515, 0.5666, 0.904, and 0.8333 on
the test sets of Sub-Task 1A, Sub-Task 1B, Sub-
Task 2A, and Sub-Task 2B, respectively. Further-
more, our system has secured the 4th, 1st, 3rd, and
2nd positions, respectively, among all participat-
ing systems in the corresponding Sub-Tasks of the
ArAIEval shared task. It is worth mentioning that
the best results have been obtained using the AR-
BERT sentence encoder for both Sub-Task 1B and
Sub-Task 2A. While, for Sub-Task 1A and Sub-
Task 2B, the best performance has been achieved
using the MARBERTv2 encoder.

2 Data

The ArAIEval shared task (Hasanain et al., 2023)
comprises two tasks: persuasion techniques detect-
ing (Sub-Task 1A and Sub-Task 1B), as well as
disinformation detection (Sub-Task 2A and Sub-
Task 2B) in Arabic. Table 1 describes the provided
data for each sub-task. For persuasion techniques
detection, the ArAIEval organizers propose the fol-
lowing two sub-tasks:

• Sub-Task 1A: is a binary classification task
that detects whether a given input tweet or
news paragraph contains a persuasion tech-
nique.

• Sub-Task 1B: is a multi-label classification
task that aims to identify the persuasion tech-
niques in a given tweet or news paragraph.
The label set of this sub-task contains 24 la-
bels.

For disinformation detection, the ArAIEval orga-
nizers provide data for the following two sub-tasks:

• Sub-Task 2A: is a binary classification task
that aims to detect whether a given input tweet
is disinformative.

• Sub-Task 2B: is a multi-class classification
task that aims to identify the disinformation
class of a given input tweet. The class la-
bels include hate-speech, offensive, rumor,
and spam.

Task Train Set Dev Set Test Set Num of classes Domain

Sub-Task 1A 2427 259 503 2 Twitter and News
Sub-Task 1B 2427 259 503 24 Twitter and News
Sub-Task 2A 14147 2115 3729 2 Twitter
Sub-Task 2B 2656 397 876 4 Twitter

Table 1: ArAIEval subtasks data description

3 System Overview

3.1 Model Architecture

The proposed system comprises a BERT-based Ara-
bic PLM encoder and a single classifier. The classi-
fier consists of a dropout layer followed by a linear
layer (feed-forward layer) with an activation func-
tion. The number of output units in the linear layer
matches the number of classes. For Sub-Task 1A,
2A, and 2B, we have employed the Softmax acti-
vation, while for Sub-Task 1B, we have used the
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Figure 1: Overall Model Architecture

Sigmoid activation. The overall model architecture
is depicted in Figure 1.

For the input texts encoding, we have explored
the performance of three existing BERT-based Ara-
bic PLMs, including ARBERTv2, MARBERTv2,
and AraBERT-large(Abdul-Mageed et al., 2021;
Elmadany et al., 2022; Antoun et al., 2020). These
PLMs have been trained on large Arabic textual
corpora, covering both Modern Standard Arabic
and Dialectal Arabic, using the masked language
modeling objective function.

As shown in Figure 1, given an input text
of length m, the PLM’s tokenizer split it into
n sub-words and append the [CLS] and [SEP ]
special tokens, representing the start and end
of the input sequence, to the tokenized text
([CLS], w1, w2, w3, ..., wn, [SEP ]). Then, the
BERT-based encoder is fed with the tokenized
text and outputs the contextualized word embed-
ding h[CLS], h1, h2, h3, ..., hn, h[SEP ]. Finally, the
pooled output of the [CLS] token is passed to the
classifier to predict the class label of the input text.

3.2 Training objectives

For model training, we have explored the following
training objectives:

• LCE denotes the Cross-Entropy (CE) loss;

• LBCE denotes the Binary Cross-Entropy
(BCE) loss;

• LASL denotes the Asymmetric Loss (ASL)
for multi-label classification (Ben-Baruch
et al., 2020). This loss function deals with
the negative-positive imbalance in multi-label
classification;

• LFT denotes the Focal Tversky (FT) loss
(Abraham and Khan, 2018). This loss func-
tion is a generalization of the focal loss and
employs the Tversky index. It deals with the
class imbalance problem.

• LRegMix denotes the Regularized Mixup
(RegMix) loss (Pinto et al., 2023). This loss
is employed as a regularizer to the cross-
entropy loss to improve the model’s gener-
alization. Formally, give two pair of examples
and their corresponding labels from the train-
ing dataset (xi, yi) and (xj , yj), the Mixup
is calculated as x̃i = λ · xi + (1 − λ) · xj
and ỹi = λ · yi + (1 − λ) · yj . Where
λ ∼ Beta(α, α) ∈ [0, 1] for α ∈ [0,∞[.
Then, the RegMix loss is calculated as fol-
lows:

L∗
RegMix = L∗(x, y) + p · L∗(x̃, ỹ) (1)

where ∗ and p denote a loss function like cross-
entropy loss and Mixup weighting hyper-
parameter. Since text mixup is not feasible,
we employ mixup of the pooled output (hi
and hj) of xi and xj .

For our models training on each sub-task, we
have investigated the following training objectives:

• Sub-Task 1A and Sub-Task 2A: LCE and
LCE
RegMix

• Sub-Task 1B: LBCE , LASL, and LASL
RegMix

• Sub-Task 2B: LCE and LFT

4 Experiments and Results

In this section, we present the experiment settings
and the obtained results for each sub-task.

4.1 Experiment Settings
All our models have been implemented using the
Pytorch deep learning framework, Pytorch Light-
ning, and Hugging Face Transformers library. We
have performed our experiments on a Dell Pow-
erEdge C4140 server, having 4 Nvidia V100 SXM2
32GB. For all sub-tasks, we have trained our mod-
els for a maximum of 10 epochs with a batch size
of 16 examples and a learning rate of 1 × 10−5.
Early stopping is configured to 3 epochs. Besides, a
weight decay of 1×10−3 is applied to all the layers
of the model weights except biases and Layer Nor-
malization (LayerNorm). In all our experiments,
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Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT
LCE

0.826 0.834 0.7432 0.834 0.7438 0.7416 0.7152 0.7416
ARBERTv2 0.8102 0.8147 0.723 0.8147 0.7494 0.7455 0.721 0.7455
MARBERTv2 0.8437 0.8494 0.7703 0.8494 0.7569 0.7495 0.7281 0.7495
AraBERT

LCE
RegMix

0.8452 0.8533 0.7489 0.8533 0.7409 0.7475 0.7085 0.7475
ARBERTv2 0.8122 0.8263 0.6833 0.8263 0.7259 0.7356 0.6847 0.7356
MARBERTv2 0.8622 0.8687 0.7893 0.8687 0.7476 0.7515 0.7186 0.7515†

Table 2: The obtained results of our system on Sub-Task 1A. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.

Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT

LBCE

0.5757 0.5286 0.1166 0.6175 0.5181 0.4574 0.1035 0.5427
ARBERTv2 0.5879 0.5207 0.1176 0.619 0.527 0.4695 0.1044 0.5546
MARBERTv2 0.5397 0.5247 0.1098 0.6011 0.4808 0.4585 0.0976 0.5401

AraBERT

LASL

0.6286 0.6864 0.3296 0.6622 0.5833 0.5415 0.2156 0.5666
ARBERTv2 0.592 0.6568 0.3315 0.6201 0.56 0.5526 0.2242 0.5538
MARBERTv2 0.6206 0.6844 0.2971 0.6438 0.5578 0.5604 0.1908 0.5766†
AraBERT

LASL
RegMix

0.6059 0.6726 0.3285 0.644 0.5747 0.5482 0.2286 0.5651
ARBERTv2 0.5819 0.6785 0.3168 0.6243 0.5555 0.5637 0.2064 0.5678
MARBERTv2 0.6124 0.6903 0.2966 0.6512 0.5809 0.5648 0.2082 0.5756

Table 3: The obtained results of our system on Sub-Task 1B. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.

Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT

LCE

0.9118 0.9144 0.8535 0.9144 0.9028 0.904 0.8645 0.904
ARBERTv2 0.8972 0.9012 0.8283 0.9012 0.895 0.8976 0.8521 0.8976
MARBERTv2 0.9064 0.9078 0.8463 0.9078 0.905 0.9067 0.8672 0.9067†
AraBERT

LCE
RegMix

0.9101 0.9125 0.8515 0.9125 0.9034 0.9037 0.8656 0.9037
ARBERTv2 0.9002 0.9045 0.8294 0.9045 0.8935 0.8965 0.8479 0.8965
MARBERTv2 0.9096 0.913 0.845 0.913 0.9016 0.904 0.8583 0.904

Table 4: The obtained results of our system on Sub-Task 2A. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.

Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT

LCE

0.8234 0.8262 0.7973 0.8262 0.8205 0.8242 0.724 0.8242
ARBERTv2 0.8261 0.8287 0.8109 0.8287 0.8174 0.8151 0.7336 0.8151
MARBERTv2 0.8327 0.8363 0.795 0.8363 0.8345 0.8379 0.7443 0.8379†
AraBERT

LFT

0.8182 0.8212 0.7898 0.8212 0.818 0.8208 0.7231 0.8208
ARBERTv2 0.835 0.8388 0.8 0.8388 0.8055 0.8071 0.7024 0.8071
MARBERTv2 0.8471 0.8514 0.8121 0.8514 0.8367 0.8333 0.7388 0.8333

Table 5: The obtained results of our system on Sub-Task 2B. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.
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we have fixed the maximum sequence length to 128.
The hyper-parameters α (Beta distribution param-
eter) and p of the LRegMix are set to 20 and 0.2,
respectively. For LASL loss function, the hyper-
parameters γ− and γ+ are fixed to 4 and 1, re-
spectively. The hyper-parameter α of the Focal
Tversky loss (LFT ) is set to 0.5. It is worth men-
tioning that we have trained, validated, and evalu-
ated our models on the officially provided splits for
training, validation, and development, respectively.
For the evaluation purpose, we have employed the
weighted Recall and Precision as well as the micro
and macro F1 scores.

4.2 Results

4.2.1 Sub-Task 1A
Table 2 summarizes our obtained results for Sub-
Task 1A. The overall results show that employing
the MARBERTv2 encoder leads to better perfor-
mance using both the cross-entropy loss and the
RegMix loss. Although the RegMix training ob-
jective largely enhances the results on the dev set,
it achieves small performance improvements on
the test set when AraBERT and MARBERTv2 en-
coders are utilized. The best results are obtained
using the RegMix training objective in conjunc-
tion with the MARBERTv2 encoder. The latter
corresponds to our official submission.

4.2.2 Sub-Task 1B
Table 3 shows our system’s obtained results for Sub-
Task 1B. The overall results demonstrate that the
AraBERT and MARBERTv2 lead to better results
for most training objectives. The asymmetric loss
(LASL) improves the classification results of all the
used encoders and shows important performance
increments for the macro-F1 and micro-F1 scores.
Besides, the best micro-F1 score on the test set
is obtained using the asymmetric loss in conjunc-
tion with the MARBERTv2 encoder. The RegMix
training objective with the ASL loss (LASL

RegMix) en-
hances the results when the ARBERTv2 encoder is
employed. However, it negatively impacts the per-
formance when the other two encoders are utilized.
For the official evaluation, we have submitted our
model that uses an AraBERT encoder, trained using
the ASL loss.

4.2.3 Sub-Task 2A
Table 4 presents our obtained results for Sub-
Task 2A. The overall results show that AraBERT
and MARBERTv2 encoders yield better results

than ARBERTv2. The RegMix training objective
slightly degrades the F1 scores performance of our
systems. Our best micro-F1 score is obtained using
MARBERTv2 in conjunction with the CE training
objective. Whereas, our official submitted model is
trained using the CE loss and AraBERT encoder.

4.2.4 Sub-Task 2B
Table 5 summarizes our obtained results for Sub-
Task 2B. The overall results show that the MAR-
BERTv2 outperforms the other pre-trained models.
Although the Focal Tversky loss has been shown
to improve the results of ARBERTv2 and MAR-
BERTv2 on the dev set, it negatively impacts our
model performance on the test set. The best micro-
F1 score is achieved by using the MARBERTv2
encoder in conjunction with CE loss. Whereas, our
official submitted model is trained using the FT
loss and MARBERTv2 encoder.

5 Discussion

The obtained results have shown that the training
objective and the text encoder have a significant
impact on our models’ performance. The overall
results demonstrate the effectiveness of the PLMs
encoders that are pre-trained on large text corpora
from the same domain as the target downstream
tasks (MARBERTv2). A straightforward path of
future research work is to investigate the perfor-
mances of other state-of-the-art Arabic PLMs and
other training objectives that deal with the class
imbalance problem.

6 Conclusion

In this paper, we have introduced our submitted
system to the ArAIEval Shared Task for persuasion
techniques and disinformation detection in Arabic.
Our System uses a deep learning model that con-
sists of a transformer-based Pre-trained Language
Model (PLM) encoder for the Arabic language and
a classifier. For the model training, we have ex-
plored several training objectives and assessed the
performance of three Arabic PLMs. On the official
test set, our system has obtained micro-F1 scores
of 0.7515, 0.5666, 0.904, and 0.8333 for Sub-Task
1A, Sub-Task 1B, Sub-Task 2A, and Sub-Task 2B,
respectively. Besides, it has been ranked in the 4th,
1st, 3rd, and 2nd positions among all participating
systems in Sub-Task 1A, Sub-Task 1B, Sub-Task
2A, and Sub-Task 2B, respectively.
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