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Abstract

The rise of propaganda and disinformation in
the digital age has necessitated the develop-
ment of effective detection methods to combat
the spread of deceptive information. In this pa-
per, we present our approach proposed for the
ArAlEval shared task: propaganda and disin-
formation detection in Arabic text. Our system
utilized different pre-trained BERT based mod-
els, that make use of prompt-learning based
on knowledgeable expansion and prefix-tuning.
The proposed approach secured third place in
subtask-1A with a 0.7555 F1-micro score, and
second place in subtask-1B with a 0.5658 F1-
micro score. However, for subtask-2A & 2B,
the proposed system achieved fourth place with
an F1-micro score of 0.9040, and 0.8219 re-
spectively. Our findings suggest that prompt-
tuning-based & prefix-tuning based models per-
formed better than conventional fine-tuning.
Furthermore, using loss-aware class imbalance,
improved performance.

1 Introduction

With the growing popularity of social media in our
current society, platforms such as Twitter, and Red-
dit have become critical tools for influencing peo-
ple. People on social media prefer to express their
opinions, points of view more freely, and share in-
formation. However, these platforms can be used
to deceive and manipulate individuals. In addition
to spreading rumors, and fake news. This can be
done through propaganda techniques. Propaganda
refers to the systemic dissemination of information,
ideas, or opinions, often through biased or mis-
leading means, with the intention of influencing or
manipulating public perception, attitudes, behav-
iors, or beliefs. It is a persuasive communication
technique employed by individuals, organizations,
or governments to shape public opinion and ad-
vance specific agendas. The rise of propaganda
and disinformation has necessitated the develop-
ment of effective detection methods to combat the

spread of deceptive information. With the advent
of pre-trained language models, there has been a
significant advancement in the field of natural lan-
guage processing (NLP), offering promising oppor-
tunities for combating the dissemination of false
information. Several works have been proposed to
improve the identification of persuasion techniques
in text as the recent shared-task propaganda detec-
tion in Arabic (Alam et al., 2022). (Samir et al.,
2022) and (Laskar et al., 2022) utilized AraBERT
for this task. (Attieh and Hassan, 2022) utilized
A multi-Task learning model, which includes a
shared AraBERT encoder and task-specific binary
classification layers. This model has been trained
to learn one binary classification task per propa-
ganda approach jointly. In this paper, we present
our solution to the ArAlIEval shared task (Hasanain
et al., 2023). The ArAlEval shared task is held
with the 1st Arabic Natural Language Processing
Conference co-located with the EMNLP 2023. The
goal of the task is to build models for identifying
propaganda and disinformation in Arabic content.
The shared task consists of two tasks. The first task
is persuasion technique detection in Arabic text.
The second task is disinformation detection in the
text.

This paper describes the system developed for
addressing propaganda and disinformation detec-
tion in text, for both subtasks. Given that a key
challenge in this task is the unbalanced distribu-
tion of the dataset. Additionally, the contextual
nature of language and the cultural nuances in-
volved in the text. We follow best practices from
recent work on enhancing model generalization and
robustness, by using different parameter-efficient
techniques (PEFT), contrastive loss, adversarial
training, and loss-aware class imbalance methods.
The Parameter-Efficient Fine Tuning (PEFT) is a
technique used to improve the performance of pre-
trained language models on specific downstream
tasks. PEFT methods freeze the pretrained model
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parameters during fine-tuning and put a few train-
able parameters (the adapters) on top of it. The
adapters are taught how to pick up knowledge ap-
propriate to a given task. PEFT of pre-trained
language models has recently demonstrated re-
markable results, effectively matching the perfor-
mance of full fine-tuning while utilizing signifi-
cantly fewer trainable parameters (Fu et al., 2023;
Liu et al., 2022; Wang et al., 2022), thereby ad-
dressing storage and communication constraints.
Such approaches include prefix-tuning (Li and
Liang, 2021), prompt-tuning (Hu et al., 2021b),
soft-prompting (Lester et al., 2021) and LoRa (Hu
et al., 2021a). Adversarial training (AT) (Good-
fellow et al., 2014) is a method to improve the
model’s resistance to adversarial examples and acts
as a regularizer. The key is to disturb the input
example using a gradient-based perturbation, and
then train the model on both clean and perturbed ex-
amples. Contrastive loss is one of the first training
objectives that was used for contrastive learning.
It takes as input a pair of samples that are either
similar or dissimilar, and it brings similar samples
closer and dissimilar samples far apart in embed-
ding space (Khosla et al., 2020). Such loss has
shown model performance improvement compared
to cross-entropy on multiple problems (Chi et al.,
2022; Chen et al., 2022; Pan et al., 2022).

The rest of the paper goes as follows: section 2
gives an overview of the dataset, section 3 discusses
the proposed methods, section 4 shows experimen-
tal results, and section 5 concludes the paper.

2 Data

The dataset used has been provided by the orga-
nizers for the ArAlEval shared task. Table 1 sum-
marizes the distribution of the provided dataset.
For subtask-1A the dataset consists of the text of
Arabic tweets, the type of the text whether it is a
tweet or text, and the label. The train, validation,
and consist of 2427, and 259 examples. The pro-
vided data is unbalanced as for the non-persuasion
class 509 is presented whilst, the other class 1918
example is presented. For subtask-2A&2B the pro-
vided dataset consists of the text and the label. In
subtask-2A, the distribution of labels in the train-
set goes as follows: 2656 examples for the disin-
formation class, and 11491 examples for the non-
disinformation text class. The distribution of labels
in subtask-2B in the train-set is as follows: hate
speech 1512 examples, 453 examples for the spam

Task Train-size | Dev-size | Test-
size
Subtask-1A 2427 259 503
Subtask-1B 2427 259 503
Subtask-2A 14147 2111 3729
Subtask-2B 2656 397 876

Table 1: Distribution of the provided dataset

class, 500 examples for the offensive class, and 191
examples for the rumor class. Accordingly, a major
issue in this dataset is the nature of the unbalance
of the class distribution, which poses a challenge.

3 Methodology

This section presents the various approaches used
while developing the final models: a weighted en-
semble of BERT-based models.

3.1 Task-1

Task-1 was composed of two subtasks, subtask-
1A and subtask-1B. The goal of subtask-1A is to
detect whether a given text contains content with
a persuasion technique. The goal of subtask-1B is
to identify which of the 24 propaganda techniques
is used in a given text. In order to address these
subtasks, we tried a variety of ways. The majority
of the models employed were BERT-based, such
as MARBERT (Abdul-Mageed et al., 2020) and
AraBERT (Antoun et al., 2020).

subtask-1A In subtask-1A two methods were
used: conventional fine-tuning and prefix-tuning.
In order to make the model more robust so that simi-
lar inputs derive semantically similar outcomes two
approaches were explored fast gradient methods
(FGM) (Wang et al., 2021) and supervised con-
trastive learning (Chen et al., 2022). In addition,
back-translation between Arabic and English lan-
guages was used as an augmentation, to upsample
the dataset for the lower class. Prefix tuning is an
additive technique that only attaches a continuous
set of task-specific vectors to the input’s beginning.
In each layer of the model, the hidden states are
only added and the prefix parameters are optimised.
The input sequence’s tokens can still serve as vir-
tual tokens to the prefix. Fast Gradient Method
(FGM), is a popular technique for generating adver-
sarial examples. It works by adding small, carefully
crafted perturbations to the input data, in our case,
the perturbations are added to the model’s embed-
ding, such that the model’s prediction changes to a
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wrong answer. The Fast Gradient Method is based
on the concept of a "fast gradient" - a gradient that
is calculated with respect to the input data, instead
of the model’s parameters.

subtask-1B The challenge of this subtask was to
correctly identify labels for each text, in a given
unbalanced dataset. To address these issues two
approaches have been investigated: 1) loss aware
class imbalance such as Asymmetric loss for multi-
label classification (Ridnik et al., 2021), and Distri-
bution Balanced Loss (Wu et al., 2020) 2) balanced
data-Sampler for multi-label problems. In this task
all models were trained using prefix-tuning.

3.2 Task-2

Task-2 was composed of two subtasks, subtask-
2A and subtask-2B. The goal in subtask-2A is to
classify whether a given text is disinformation or
not. However, in subtask-2B the goal was to predict
the disinformation class of a given text.

subtask-2A In this subtask, the same experi-
ments conducted in subtask-1A were used in this
subtask.

subtask-2B In this subtask, prompt-tuning was
utilized using openprompt library (Ding et al.,
2021). Prompt tuning is the process of feeding
front-end prompts into the model in the context
of a specific task. These prompts could be either
text related to the task or virtual tokens. Prompt
tuning is used to guide a model toward a particular
prediction. Prompts are only introduced into the
input embedding sequence and this embedding is
fed to the language model head and output to the
linear classification head, as shown in the figure 1.
One of the difficulties in promoting is the design of
the prompt and the model’s output. For the prompt,
we used [MASK]ilal! & loglall & (“The disin-
formation class is [MASK]"), and For the output,
we have used label names translated into Arabic.
Two models were used: AraBERT and AraGPT.

Experimental Set-up for the fine-tuned models
the learning rate was set to 4e-5 or 4e-6, a cosine-
annealing learning rate scheduler was used, the
model’s weight decay was set to 1e-8 and the length
of the sentence for tokenization was set to 128 or
256. During training, batch size was set to 32, and
at the end of each epoch, the model was evaluated
on dev-set. The best-performing model in terms of
Fl1-micro is saved.

Class Predicted:
no-disinfo

‘ Verbalizer

NM

I S

Language model
generation

[MASK] %

Allna) cila glaall ol gl e LU ALY g Uiy oS Jo il g bdia glias | INK

BB g

The
disinformation
class
is [MASK]

We want a friend who does not talk about Corona
and does not harm us with WhatsApp rumors LINK

Figure 1: Prompt-tuning architecture.

4 Results and Discussion

In this section, The performance of the model is
reported based on the official metric during dev-
phase and test-phase. The official metric used for
all tasks is the micro average F1-score. Table 3
shows results for subtask-1A on dev-set and test-
set. In the dev-set, the outperforming model was
Arabert v2 with prefix-tuning, which comes in sec-
ond place with MARBERT with prefix-tuning and
contrastive learning. Surprisingly, the performance
of the model is switched in the test-set. It is noticed
that high performance in dev-set does not neces-
sarily mirror the test-set. The reason behind it is
the nature of the training. For instance, contrastive
loss and FGM make models robust so that simi-
lar inputs derive in semantically similar outcomes.
Table 4 shows results in subtask-1B. It could be
concluded that class-aware loss function with a bal-
anced sampler improves model performance over
simple binary cross-entropy loss with random sam-
plers. Table 9 and 2 show results in subtask-2A
and subtask-2B, similar to subtask-1A outperform-
ing models in dev-set are interleaved in test-set.
Tables 5,6,7, and 6 shows different teams run in
the shared task. For single models, in table 3 both
Arabert with Prefix-tuning and MARBERT with
Prefix-tuning contrastive loss with Cross entropy
loss show high competence with submitted models
on the leaderboard 5, as they could have secured
first and second places. For subtask-1B based on
tables 6,4, the ensemble model seems to be on par
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with single models. Since, Arabert with Asym-
metric Loss for a single model run, shows similar
results to the ensemble and would have secured the
same place in leaderboard. For subtask-2A&2B
based on tables 9,7, 2 and 8, the ensemble model
seems to be the best solution over single models.
Non of the single models could have secured a
higher place than the ensemble model.

4.1 Error Analysis

Further investigations have been carried out to an-
alyze the potential limitations of the system. For
subtask-1A, the model could not correctly identify
the following text into the correct class: persuasion
class.

o] ool (Al Qe o degem Dt
U5 oo g L Ble Jsl (ST )
Sl e @b e ety e gl
MESININ R R S e ol el
Today, Friday (October 16), a group of cities in
the Kingdom witnessed the first Friday prayer in
the time of Corona, more than 7 months after it
was suspended by the authorities to limit the spread
of the new Coronavirus. The reason behind this
is that the model has no knowledge of previous
information about coronavirus lockdown, and its
consequences. Therefore, it is hard to assess the

facts in the text. Another miss-classification error,
where true class is non- persuas1on is

Wb 1) am ) G B ol Gk

b aay O b sl Sl @3 &yj

KON, (;Sg;;uu,ycu;ggw
il &L,Mw Yl az ?b

He admitted that a deep sadness began to cross his
heart the moment that migratory bird fell, which
was heading to that desert to rest on its pebbles for
a little while, and then quickly left the place for
the warmth he was looking for.. He found nothing
but treachery and my betrayal of the guest. The
model failed to understand that the provided text
is a poem rather than a piece of news. So it could
be concluded that some of the errors are related
are due to the model not able to handle different
domains and gain knowledge about them and their
differences.

Figure 2, shows model MARBERT performance
in subtask-2B. The model confuses between hate

Model F1-micro | Fl1-micro
Dev-set test set
Arabert v2 78 81
Aragpt 79 77
Final Model - 82.19

Table 2: Results on our dev-set and test-set for the
developed models in subtask-2b

speech class and the offensive class. As well as,
between the offensive class and the rumor class.
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Figure 2: Confusion matrix of the predictions of the
submission-3 model in subtask 1 on the dev-set.

5 Conclusion

In this paper, the results and the main findings of
ArAlEval shared task were presented, in which
different experiments were carried out with MAR-
BERT, Arabert v2, and Aragpt models. Our models
secured third place in subtask-1A, second place in
subtask-1B, and Fourth place in subtask-2A&2B.
Our proposed solution is an ensemble of different
BERT-based models. These Models are developed
differently, some are trained using prefix-tuning,
and others are trained using fine-tuning and prompt-
tuning. leverages fine-tuned, per-trained models. In
addition, training tricks were utilized as FGM, con-
trastive learning, and balanced sampler. In future
efforts, we plan to further improve our model to
better handle data-imbalance constraints and world
knowledge needed to improve model performance.
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Model Technique F1-micro | F1-micro
Dev-set test set
Arabert v2 Prefix-tuning 84.8 75.8
Prefix-tuning
Back Translation 7 727
Prefix-tuning
FGM 85 74.2
Prefix-tuning
Type of text specificed 85.9 739
Prefix-tuning
Focal loss 83.8 5
Fine-tuning 83.6 72.2
MARBERT . Prefix-tuning 84.5 76.5
contrastive loss with Cross entropy loss
Final Model Ensemble - 75.55
Table 3: Results on our dev-set and test-set for the developed models in subtask-1A
) Fl-micro | Fl-micro Team Micro F1
Model | Technique Dev-set Test-set DetectiveRedasers 90.48
Resample AAST-NLP 90.43
Arabert Loss 66 54 UL&UM6P 90.40
V2 Sampler rematchka 90.40
Binary Cross | 62 51 PD-AR 90.21
Entropy Loss
; Table 7: Leaderboard results on test-set for subtask-2A
Asymmetric
Loss 64.89 56
Sampler Team Micro F1
Final Ensemble - 56.58 DetectiveRedasers 8356
Model UL&UMO6P 83.33
AAST-NLP 82.53
gablelt 4. dReSI:IItls gn ogr dlfvl—lsaet and test-set for the rematchka 82.19
eveloped models in subtask- superMario 3208

Team Micro F1
HTE 76.34
KnowTellConvince 75.75
rematchka 75.55
UL & UM6P 75.15

Table 5: Leaderboard results on test-set for subtask-1A

Team Micro F1
UL&UMG6P 56.66
rematchka 56.58
AAST-NLP 55.22
Itri Amigos 55.06

Table 6: Leaderboard results on test-set for subtask-1B

Table 8: Leaderboard results on test-set for subtask-2B

Model | Technique F1-micro | Fl-micro
Dev-set test set

Arabert| Prefix- 88.3 89.2
v2 tuning

Prefix-tuning
Arabert Back 90.01 89.5
v2 Translation

Prefix-tunin
Arabert| Do £18938 88
v2
Final Ensemble - 90.40
Model

Table 9: Results on our dev-set and test-set for the
developed models in subtask-2A
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