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Abstract

The rapid proliferation of disinformation
through social media has become one of the
most dangerous means to deceive and influ-
ence people’s thoughts, viewpoints, or behav-
iors due to social media’s facilities, such as
rapid access, lower cost, and ease of use. Dis-
information can spread through social media
in different ways, such as fake news stories,
doctored images or videos, deceptive data, and
even conspiracy theories, thus making detect-
ing disinformation challenging. This paper is
a part of participation in the ArAlEval com-
petition that relate to disinformation detection.
This work evaluated four models: MARBERT,
the proposed ensemble model, and two tests
over GPT-4 (zero-shot and Few-shot). GPT-4
achieved micro-F1 79.01% while the ensemble
method obtained 76.83%. Despite no improve-
ment in the micro-F1 score on the dev dataset
using the ensemble approach, we still used it for
the test dataset predictions. We believed that
merging different classifiers might enhance the
system’s prediction accuracy.

1 Introduction

Approximately 66% 'of individuals in the Middle
East utilize social media to seek out daily news.
The rise of rapid development in social media
and online communication, such as chat platforms
(WhatsApp, Facebook Messenger, Snapchat, and
LINE), have emerged as prevalent means to fa-
cilitate the widespread dissemination of disinfor-
mation at an unprecedented pace. Disinformation
is the phenomenon that refers to how individu-
als or groups can be deceived or manipulated by
false or misleading information. As disinforma-
tion spreads gradually, it can boost existing biases,

"https://www.mideastmedia.org/survey/2017/
chapter/social-media/#s225

polarize viewpoints, and hinder constructive dia-
logue, compromising the collaborative spirit es-
sential for a healthy democracy. This far-reaching
phenomenon can affect opinion decision-making
and can threaten different foundations of demo-
cratic societies by eroding public trust in different
institutions and planting seeds of divisions among
communities (Himdi et al., 2022; Shu et al., 2020;
Freelon and Wells, 2020). To detect disinformation
and prevent it from spreading, modern methods
use transformer-based architectures that are trained
specifically on Arabic text and are available in pub-
lic, such as AraBERT (Antoun et al., 2020) and
MARBERT (Abdul-Mageed et al., 2021).

This paper outlines our participation in the dis-
information detection (Task 2) of the ArAlEval
Shared Task (Hasanain et al., 2023). We introduce a
method incorporating three distinct classifiers: the
MARBERT Pre-trained Language Model (PLM)
and both zero-shot and few-shot models. Our ob-
jective is to improve the accuracy of disinformation
identification in tweets by adopting a majority vot-
ing ensemble strategy. The subsequent sections
are structured as follows: Section 2 reviews prior
studies; Section 3 describes our proposed method;
Section 4 details our experimental result; and fi-
nally, we conclude with a summarisation of our
main findings.

2 Related Work

Nowadays, various types of disinformation have
swiftly disseminated across social media platforms
and digital news outlets, Each possessing distinct
attributes and objectives to deceive and influence
people. Due to the simplicity of sharing data online,
it has become challenging to differentiate between
trustworthy information and fake ones (Aimeur
et al., 2023). Many research studies have been con-
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ducted to detect disinformation. In this section, we
provide a concise overview of the recent research
on disinformation. In Their Study ABOUT DIS-
INFORMATION DETECTION, Bahurmuz N. et
al. 2017 used two transformers, AraBERT and
MARABERT. The proposed paradigm removes
all the non-textual, non-linguistic URL features
to get a real dataset. Two sampling techniques
have been used to solve the unbalanced dataset.
Transformers models were trained by fine-tuning
the hyper-parameters using freezing model tech-
niques. MARABERT shows better performance
results (Bahurmuz et al., 2022). In 2021, Al-Yahya
M et al. examined various neural networks and
transformer models for Arabic fake news detection.
The experiments were conducted by using docu-
ment and word embedding to test multiple neural
network models like CNN, RNN, and GRU, then
compared to the transformers like (ARABERT V1,
ARABERT V2, ArElectra, QARiB, Arbert, and
Marbert. QARIiB obtained high accuracy scores
compared to the limitation of small data size, re-
peated tweets, and noisy tweets that do not belong
to any class (Al-Yahya et al., 2021).

Albalawi. R. et al. 2022 proposed a model
that relies on textual visual features to detect disin-
formation. They used MRABERT for text feature
extraction, while RESNET-50 was used to extract
image features. The text and visual features were
combined and input into one multi-modal classifier
to detect rumors from non. Early fusion of features
achieved an accuracy of 0.85. The efficiency of
the proposed model could not outperform the text-
based models in accuracy. This is due to the size
of the dataset (R. M. Albalawi et al., 2023).

Obeidat R. et al. (2022) worked on collect-
ing a dataset related to COVID-19 disinformation
news from Twitter; this dataset was the first Arabic
COVID-19 dataset comprising about 6.7K tweets.
Word cloud has been used to obtain crucial words
to analyze both real and fake news. They also
prepared a version of ARaBert trained based on
COVID-19 tweets known as AraBERT-COV19. To
reach a more accurate result than previous mod-
els, authors have been dependent on preparing and
labeling the collected dataset manually. (Obeidat
et al., 2022).

Hate speech and fake news can work together as
a powerful weapon against society; for example, an
article claiming that a particular group of people is
planning to commit violence can justify hate speech

against that group. This can lead to real-world vio-
lence, as seen in cases such as the Rohingya geno-
cide in Myanmar (Doncel-Martin et al., 2023). A
study by researchers at the University of Southern
California’s Information Sciences Institute found
that 20 percent of tweets containing hate speech
were also fake (Zheng et al., 2020).; Therefore,
Ameur M. et al. (2021) used fine-tuned two pre-
trained models, AraBERT COV 19" and "mBERT
COV19. The work aimed to build a model that can
detect fake news about COVID-19 and hate speech
simultaneously (Ameur and Aliane, 2021).

3 Methodology

The proposed system is composed of three dis-
tinct models. Raw tweets were prepared and pre-
processed as inputs to the models, as outlined in
Section 3.1. Sections 3.2, 3.3, and 3.4 explain the
three models incorporated using an ensemble tech-
nique, as clarified in Section 3.4.

3.1 Preprocessing

Pre-processing was conducted using a methodol-
ogy previously employed by various researchers
(Duwairi and El-Orfali, 2014; Abu Farha and
Magdy, 2019). The initial step involved eliminating
unfamiliar symbols and characters, such as letters
from different languages, punctuation, and diacrit-
ics. Emojis were retained because they may be
used to express hate, obscenity, and abusive con-
tent (Mubarak et al., 2023). Additionally, certain
letters that exhibited diverse forms within the orig-
inal tweets were standardized to a singular form.
For instance, characters like hamza’ {jj} were
substituted with {1}, and the 't marabout {3} was

changed to o}.

3.2 Fine-tuning pre-trained Language Models

Due to the contextual nature of disinformation
textual content, contextualized language models
would be beneficial in addressing this task. Trans-
former architectures like BERT (Devlin et al., 2019)
have demonstrated exceptional success across di-
verse NLP tasks. Our study employed three Arabic
language models that have attained cutting-edge
performance in various Arabic NLP applications.
These models were fine-tuned for disinformation
detection, enabling us to conduct a comparative
analysis of their capabilities. The specific models
employed are as follows:
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AraBERT: Antoun et al. (2020) introduced a
BERT-based model explicitly trained for the Arabic
language. It emerged as the first Arabic-specific
BERT model to achieve competitive results across
most Arabic NLP tasks. This model was pre-
trained on an extensive dataset encompassing 24
GB of text sourced from Wikipedia and various
news outlets across the Arab region.

MARBERT: As presented by Abdul-Mageed
et al. (2021), this model was designed for trans-
fer learning in Arabic dialects. MARBERT’s pre-
training involved a massive dataset comprising 6
billion tweets, leading to state-of-the-art perfor-
mance across multiple Arabic-language NLP tasks.

QARIB: Developed by Abdelali et al. (2021),
this model underwent training using a mix of Mod-
ern Standard Arabic (MSA) and dialectal sources.
The training dataset encompassed approximately
420 million tweets and 180 million sentences from
news articles. Notably, the utilization of this com-
bination of sources, comprising MSA and dialec-
tal content for language model pre-training, is ob-
served to enhance performance in classification
tasks, according to the author’s observations.

3.3 Large Language Models (LLMs)

Large Language Models (LLMs) have recently be-
come essential in Natural Language Processing
(NLP). They effectively utilize vast knowledge
sources and deeply comprehend complex language
details (Alyafeai et al., 2023; Zhang et al., 2023).
One significant model in this area is OpenAl’s GPT-
4, an advanced language model supported by a
transformer architecture and a massive 1.76 trillion
parameters (OpenAl, 2023). While its effective-
ness can vary by task, its strengths in sentiment
analysis and emotion detection highlight its utility
(Wang et al., 2023). Thus, the exploration of such
models is essential for other NLP studies.
Zero-shot: We use GPT 4 as a zero-shot classi-
fier; the model was never trained explicitly on our
task. The key to our approach lies in the prompting
strategy. Constructing effective prompts is vital;
it is an implicit instruction to guide the model to
understand and perform the desired classification,
ensuring accurate and reliable outputs. Figure 1
illustrates an example of a zero-shot prompt, high-
lighting instructions for data and categorization.
Considering GPT-4’s potential, we designate its
role as an "annotator expert." We introduce labels
to steer the LLMs alongside the primary directive.

The guidance specifies the format of the LLMs’
responses, seeking to make any other adjustments.
Few-shot: The foundational research from
Brown et al. (2020) highlighted the enhanced out-
comes of few-shot learning relative to zero-shot
configurations. In our work, we used a few-shot
setting leveraging GPT-4. We selected nine exam-
ples from the available training data rather than
selecting samples at random. To achieve this, we
used the "sentence-transformers" library to obtain
embeddings for Arabic tweets. It starts by choos-
ing a random tweet from the training set and then
iteratively picks the most dissimilar tweet based
on cosine distance from the already selected ones.
Specifically, each addition computes the sum of
lengths to all previously selected tweets, ensuring a
diverse selection. The "distiluse-base-multilingual-
cased-v2" model is used for multilingual support,
including Arabic. Since the proportion of the dis-
information class in the training data set is small,
we chose to increase the number of disinformation
tweets (6 examples) compared to (3 models) for
the class that does not contain misleading informa-
tion. For each category, we applied the dissimi-
larity above selected samples approach. Figure 3
illustrates the details of the utilized prompt.

3.4 Ensemble

At this step, we have three individual classifiers:
the best-performing Pre-trained Language Model
(PLM) MARBERT, zero-shot, and few-shot mod-
els. Each model’s output is a determination of
whether a tweet is disinformation or not. By us-
ing different classifiers together, we can reduce
their individual weaknesses and benefit from their
strengths. Using an ensemble method, we em-
ployed a majority voting approach to merge the
classifiers. We assume that combining multiple
classifiers might generalize predictions on unseen
tweets. This is based on the idea that multiple
models may capture different aspects or features
of the tweet, leading to a more comprehensive and
reliable decision when combined.

4 Result

Given the nature of the shared tasks, we con-
ducted our initial experiments on the develop-
ment dataset and accordingly selected the best-
performing method for delivering predictions on
the test dataset. The organizers of this shared task
have shared an annotated dataset sourced from
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Figure 1: The confusion matrices for the three voter models: a) MARBERT, b) few-shot, c¢) zero-shot and d) our

proposed method.

Pre-proce  , \BERT QARiB MARBERT
ssing
No 68.16% 69.04%  68.27%
Yes 68.64% 6922%  69.79%

Table 1: Performance results (micro-F1) for fine-tuning
three PLMs on the Disinformation Detection task.

Twitter (Hasanain et al., 2023). This dataset is
noteworthy for being one of the most extensive
publicly accessible Arabic datasets focused on dis-
information content 2. It contains 14126 tweets as
a training set and 2115 tweets as a development set.
Specifically, we compared three pre-trained mod-
els as well as the GPT models in Zero-Shot and
View-Shot settings. We used the official evaluation
measure adopted by the organizers (micro-F1).

We performed experiments to assess three PLMs
trained specifically for Arabic: AraBERT, QARIB,
and MARBERT. Each model was fine-tuned on the
provided training set, and their performances were
measured on the dev dataset using the official met-
ric (micro-F1). Table 1 presents the performance re-
sults for fine-tuning three PLMs on the dev dataset.
MARBERT showed the highest performance, se-
curing a micro-F1 of 0.698, while QARiB was a
close second at 0.693. When it comes to exam-
ining the pre-processing impact, the performance
of models with preprocessing is better than with-
out, with varying effects. MARABERT Results
improved relatively with the use of preprocessing
(1.52%), followed by an improvement of (0.68%),
compared to a slight improvement of (0.18%) for
QARIiB model.

Additionally, we used two experimental settings:
zero-shot and few-shot prompting strategies. Due
to the cost of using such models, we used the pre-
processed text based on previous experiments’ find-
ings. In future work, we will study the impact of

Zhttps://gitlab.com/araieval/wanlp2023_
araieval/-/tree/main/task?2

pre-processed text for GPT models on Arabic user-
generated text extracted from social media. Table 2
presents the performance of zero-shot and few-shot
classifiers and our proposed ensemble approach.
We observe that the performance of the zero-shot
setup is generally higher than the few-shot setting,
with a significant improvement of 15% (micro-F1).
However, we found that the few-shot setting ex-
celled when it came specifically to the disinforma-
tion class, as it predicted 337 tweets out of 397,
while the zero-shot setting only recognized 168
tweets. This shows the importance of providing
generalized examples, as we explained in Section
3.3. In future work, we will study the effect of the
number of examples in general and their proportion
for each class.

Finally, after studying and analyzing the perfor-
mance of the models, we decided to take advantage
of each one of them using a majority voting ap-
proach to merge three classifiers: MARBERT, few-
shot and zero-shot prompting strategies. Although
the micro-F1 score on the dev dataset was not im-
proved using the ensemble approach, we used it
to deliver predictions of the test dataset. We hy-
pothesized that the system’s ability to generalize
by combining different classifiers may balance out
better classification prediction. Table 2 presents the
performance of our proposed ensemble approach
on the test set, which is the official result for our
participant. Figure 1 presents the confusion ma-
trices for the three voter models and our proposed
method.

5 Conclusion

Disinformation on social media may be biased in
the society’s collective opinion. Consequently, this
may lead to social abuse action. Accordingly, so-
cial media needs an apparatus to help people reveal
false claims. This study used three Arabic trans-
formers for comparison (AraBERT, MARBERT,
QARIB). From the experiments, we conclude that
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macro-F1

Model .. macro-F1  micro-F1
disinfo
Dev Dataset
MARBET 15.13% 48.84% 69.79%
Few-shot 41.86% 53.07% 55.74%
Zero-shot  43.08% 65.10% 79.01%
Ensemble  43.42% 64.43% 76.83%
Test Dataset - Formal submersion
Ensemble - 64.98% 74.87%

Table 2: Performance results for the three voter models:
(MARBERT,few-shot and zero-shot) and our proposed
method on the dev and test dataset.

there is an influence of pre-processing on model
performance. To reach a generalized approach, two
settings for the test were conducted depending on
GPT-4: few-shot and zero-shot and one proposed
ensemble learning. Zero-shot by GPT-4 achieves
the best performance. Even though the ensemble
approach did not boost the micro-F1 score on the
dev dataset, we employed it in the test dataset, as-
suming that integrating various classifiers might
improve prediction accuracy.
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