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Abstract

Disinformation involves the dissemination of
incomplete, inaccurate, or misleading informa-
tion; it has the objective, goal, or purpose of de-
liberately or intentionally lying to others about
the truth. The spread of disinformative infor-
mation on social media has serious implica-
tions, and it causes concern among internet
users in different aspects. Automatic classifi-
cation models are required to detect disinfor-
mative posts on social media, especially on
Twitter. In this article, DistilBERT multilin-
gual model was fine-tuned to classify tweets
either as dis-informative or not dis-informative
in Subtask 2A of the ArAlEval shared task.
The system outperformed the baseline and
achieved F1 micro 87% and F1 macro 80%.
Our system ranked 11 compared with all par-
ticipants.

1 Introduction

Nowadays, social media has advanced to the point
that it can compete with traditional media. The
freedom of user participation could have negative
consequences Dhiman (2023). Disinformation is
one of the side effects of this intentionally aiming
to mislead the truth that could affect negatively
people in many fields like politics, and health,
among others.

Spreading fake news can lead to misunderstand-
ing, harm individuals or groups, damage reputa-
tion, or even influence public opinion and decision-
making, Nasery et al. (2023). Thus, automatic de-
tection of these kinds of data is a very important is-
sue. For a while, it seemed so easy to detect disin-
formation data by domain experts or fact-checkers,
but with daily huge propagation data in social me-
dia, more resources are needed to automate and
speed up the process of detection of this kind of
information.

Arabic language is one of the languages spoken
in the world, with 422 million people including na-
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tive and non-native speakers. It is the official lan-
guage in 22 countries with at least 30 distinct di-
alects. However, there are three categories: Classi-
cal Arabic (CA), Modern Standard Arabic (MSA),
and Dialectal Arabic (DA) Kadaoui et al. (2023).
CA is the original Arabic language that has been
used for over 1,500 years, and it is usually used
in most Arabic religious texts. MSA is one of
the official languages of the United Nations and
is widely used in todays Arabic newspapers, let-
ters, and formal meetings, which are also focused
on by researchers. DA is spoken Arabic used in
informal daily communication.

With the recent advanced improvements in the
natural language processing (NLP) field and the
evolution of large language modeling which is
based on transformers architecture Wolf et al.
(2020) the development of Arabic language solu-
tions in the NLP field has evolved. To mention
some previous efforts devoted to creating Arabic
datasets to train and test systems, the Arabic fact-
checking and stance detection corpus Baly et al.
(2018) contains 422 claims: 219 false claims from
Verify !, and 203 true claims from Reuters. All
these claims were made about the war in Syria and
related Middle East political issues. Alkhair et al.
(2019) describes an Arabic corpus of 342 rumors
and 3,000 no rumors about death personalities.

Automatic disinformation classification is the
most straightforward way of disinformation anal-
ysis. Some previous work has been developed in
the Arabic language such as Harrag and Djahli
(2022) that explored convolutional neural net-
works (CNNs) for fact-checking using Baly et al.
(2018) to evaluate the proposal obtaining an accu-
racy averaged from 0.886 to 0.898. A more recent
work Nassif et al. (2022) evaluated a transformer-
based classifier to recognize fake news using Ara-
bic word embeddings. Authors reported a per-
formance accuracy of 98% using models such as
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QuariBert-Bse and Arabic-BERT among others.

The remainder of this article is organized as fol-
lows: The task definition is described in Section 2.
Section 3 describes the data set that was used, then
an explanation of the baselines and the proposed
system are given in Section 4. System evaluation
is introduced in Section 5. Finally, conclusions are
given in Section 7.

2 Task Definition

Text classification is a machine-learning process
that assigns a document to one or more predeter-
mined categories based on its content Abdulghani
and Abdullah (2022). It is a key problem in NLP,
with applications ranging from sentiment analysis
to email routing to offensive language detection,
spam filtering, and language identification.

Disinformation classification is a form of text
classification that is normally identified as binary
classification Mu et al. (2022). Given a set of la-
beled contexts that will be modeled as a feature f,
the task aims to predict whether f is disinformative
or not.

() 1, if fis dis-informative text
g = cpp .. .

0, if fis not dis-informative text
where g is the function we want to learn from the
available data. The combination of the features to
obtain g can be done manually or automatically.

3 Data

The organizers of the ArAlEval shared task
Hasanain et al. (2023) released a data set that aims
to categorize a tweet whether it is a disinforma-
tive or not. These shared tasks represent continu-
ous works on the Arabic language after Alam et al.
(2022).

The data set is extracted from the Twitter web-
site by Twarc package Mubarak et al. (2023).
These tweets were extracted by using the word
corona in Arabic in February and March 2020.
Each sample in the data sets is composed of three
fields, the ID which represents the sample identi-
fier, the text field which includes the tweet text,
and the label which represents the annotated label
for the text either "disinfo" or "no-disinfo". Table
1 illustrates a set of examples of the provided data.

Three separate data sets were released in two
phases. The training and the developing data set
were released in the first phase, containing 14,147

and 2,115 samples respectively. Then the test data
set was released in the second phase with 3729
samples. Table 2 shows the stats of the data pro-
vided by the organizers and it is clear that the data
sets are imbalanced.

4 System

Baseline: In order to familiarize the participants
with the task, the organizers provided two base-
lines in the code repository, random and majority
baselines.

Proposed System: Pre-trained transformer-
based architectures have recently proven to be par-
ticularly efficient at language modeling and un-
derstanding when trained on a large enough cor-
pus. Bidirectional Encoder Representations from
Transformers (BERT) Vaswani et al. (2017) is one
of these models that gains the attention of the re-
searchers due to its ability to predict words consid-
ering left and right context sides.

Two model sizes are released for BERT as mod-
eling language goals, both of them depend on en-
coder architecture, BERT 4,4 and BERT,,.. The
main difference between them is the number of
encoders. BERT}, . consists of a stack of 12 en-
coders, on the other hand, BERT .4, consists of a
stack of 24 encoders. In addition, they differ in the
number of hidden units (768, 1,024) and attention
heads (12,16).

Despite the notable results of pre-trained BERT
models, it has a drawback which makes it very
slow due to its parameter numbers Han et al.
(2021).  So, the distillation process, which is
known as a compression technique in which a
small model (the student) is trained to mimic the
behavior of a bigger model (the teacher) or an en-
semble of models Gou et al. (2021) is produced to
deal with this issue.

Based on the current resources for NLP, 90%
of the worlds population speaks languages that do
not benefit from recent language technologies due
to the lack of resources Joshi et al. (2020). Arabic
NLP is among these languages that still need more
interest to make it mature Bourahouat et al. (2023).

Cross-language transfer is considered the main
technique used for addressing the lack of resources
in the target language, in which higher resource
language models are adapted to the low resource
language. The cross-lingual transfer could be
achieved in two ways, the first one is by using a
trained single high-resource language model, or
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ID Text Label
0 Wim s ly epnlall V1 aible ally o8l Uy L Lie M el ) sl " mO-disinfo
1 UgsS on ) dalol ooy ) on (el cmadle v v 5ol 5 Ol i disinfo
2 JppeldS 5 S e OO W i Ly ysS oo by Jpall 2 KA no-disinfo

Table 1: Examples of the ArAlEval dataset.

Data set Disinfo No-disinfo Total
Training 2,656 11,491 14,147
Development 397 1,718 2,115
Test 876 2,853 3,729

Table 2: Description of training, development, and test
data sets.

the second way is by using multiple languages
with varying amounts of resources. The idea be-
hind these strategies is that the lower-resource lan-
guage benefits from the model’s learning of lan-
guage invariant features from a huge amount of
data in the high-resource language.

Thus, to overcome the low resources problems
for the Arabic language and the slowness of the
BERT model, in our proposed model we used a
distilled multilingual version of BERT which was
released by Sanh et al. (2019).

DistilBERT is a multilingual model that is
trained in 104 different languages including the
Arabic language from the Wikipedia website.
Thus, the Distilbert model has 6 layers, 768 di-
mensions, and 12 heads, totalizing 134M param-
eters. Table 3 illustrates the main differences be-
tween BERT _base and DistilBERT. As shown, the
model was able to reduce the size of a BERT
model by 40% while retraining 97% of its lan-
guage understanding capabilities and being 60%
faster.

In the following sub-sections, the description of
two phases, Development, and evaluation, will be
described in detail.

4.1 System Development Phase

In this phase, the organizers of the ArAlEval
shared task Hasanain et al. (2023) released train-
ing and development datasets. First, fundamen-
tal cleaning and preprocessing were performed on
both data sets to improve their quality. Hence,
white spaces, punctuation marks, hashtags, URLs,
special characters, and hyperlinks were removed
from the texts, and the null values were dropped.
Therefore, the final samples for the experiments

were 14126, and 2110 for the training and devel-
oping data sets respectively.

For each sample, the labeling is converted to ei-
ther 1 to represent "no-disinfo" or 0 to represent
"disinfo".

As known, input IDs’ (which encode the words
of the text to sequences of numbers) and atten-
tion mask (to tell the model which numbers of
input_ids to pay attention to or to ignore) vec-
tors should be generated from the DistilBERT to-
kenizer for each sample. During the fine-tuning,
the training data set was used for optimization and
model parameters. On the other hand, the develop-
ing data set was used as an evaluation data set to
validate the results of the model updates indepen-
dent of the data it is trained on.

The training arguments were adjusted before
running the experiment, the learning rate was 2e-5,
and the number of epochs was 2.

4.2 Final Evaluation Phase

When the testing data set was released by the orga-
nizers, the same preprocessing and cleaning pro-
cesses were done on the test samples. Then, the
data set was fed to the generated model after con-
verted it into real numbers from the previous phase
to get the predictions and submitted to the task por-
tal. After the submission was closed, the organiz-
ers published the golden standard for the test data
set for analysis of the errors. Figure 1 shows the
whole pipeline during the two phases.

5 Results

The system performance was evaluated by using
F1 macro, and F1 micro; micro and macro aver-
ages are aggregation methods for the F1 score, a
metric that is used to measure the performance of
classification machine learning models.

F1 score is calculated per class, which means
that if you want to calculate the overall F1 score
for a dataset with more than one class you will
need to aggregate in some way. Micro F1 score is
the normal F1 formula but calculated using the to-
tal number of True Positives (TP), False Positives
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BERT DistilBERT
Parameters (millions) base: 110 base:66
Training Time (days) 8 X V100 X 12 4 times less than BERT

Performance

Outperforms state-of-the-art

3% degradation from BERT

Table 3: Comparison between BERT_base and distilBERT

 Traningphase
Used data set collection X

Training ‘ { Developing ‘

e :

Cleaning and Preprocessing data

Data cleaning hashtags ‘ { urls | Special characters

Build predictive model

Fine tuned DistiIBERT

Testing phase

DistlBERT
predictive model

~

—>| Prediction

[' Testing | » [
dataset |

Figure 1: Overview of the proposed approach to predict
the dis-informative tweets.

(FP), and False Negatives (FN), instead of individ-
ually for each class.
The formula for the micro F1 score is therefore:

TP
TP+ % x (FP+ FN)

MicroF| = ()

The Macro F1 score is the unweighted mean of the
F1 scores calculated per class. It is the simplest
aggregation for the F1 score. The formula for the
macro F1 score is therefore:

sum(F1 scores)

MacroFy = ()

number of classes

In the training phase, the system achieved 81%
F1 micro and 72% F1 macro. The system achieved
87% F1 micro and 80% F1 macro on the testing
data set. To get further, the F1 score was com-
puted per class; for the "disinfo" class the system
achieved 68% , and "no-disinfo" class, the pro-
posed model achieved 92% f1 score.

6 Discussion

In this work, a distilled multilingual version of
BERT was fine-tuned to predict disinformative
tweets that are extracted from the social media

Data set F1 micro F1 macro
our result (testing) 0.8675 0.7992
majority-baseline  0.7651 0.4335
random-baseline 0.5154 0.4764

Table 4: The performance of the proposed system com-
pared with the baselines.

website Twitter. As shown in Table 4, the sys-
tem outperformed the baselines in the two phases,
training and evaluating phases.

The data set which are provided by the orga-
nizers is imbalanced and this affects the results as
shown in the result section. The proposed system
failed to predict 494 samples in total, 346 sam-
ples related to "disinfo" class which is the minor-
ity class in the data set. On the other hand, 148
samples that were labeled with "no-disinfo" were
predicted false from the data set.

Based on our in-depth failure analysis, we
found that the system failed to predict correctly
the examples containing English words in Arabic
letters such as " Js" which means "follow" in En-
glish. Another reason of failure is that some users
repeat some characters in some words to express
their emotions such as " julb".

7 Conclusion

In this work, we described our proposed system
to classify Arabic tweets as either disinformative
or not. Distilbert’s multilingual model was fine-
tuned on the task dataset. The system overcomes
the baselines and achieves F1 micro 87% and F1
macro 80% on the testing data set.

The Arabic language is the official language of
22 countries and it is spoken by over 422 million
people, but more efforts are needed to get benefits
of the recent NLP technologies. Writing a foreign
language in Arabic letter should be taken into ac-
count to improve the proposed model, in addition
to using repeated characters to express emotions.
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