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Abstract

Automatic Arabic Dialect Identification (ADI)
of text has gained great popularity since it was
introduced in the early 2010s. Multiple datasets
were developed, and yearly shared tasks have
been running since 2018. However, ADI sys-
tems are reported to fail in distinguishing be-
tween the micro-dialects of Arabic. We argue
that the currently adopted framing of the ADI
task as a single-label classification problem is
one of the main reasons for that. We highlight
the limitation of the incompleteness of the Di-
alect labels and demonstrate how it impacts
the evaluation of ADI systems. A manual er-
ror analysis for the predictions of an ADI, per-
formed by 7 native speakers of different Arabic
dialects, revealed that ≈ 66% of the validated
errors are not true errors. Consequently, we pro-
pose framing ADI as a multi-label classification
task and give recommendations for designing
new ADI datasets.

1 Introduction

ADI of text is an NLP task meant to determine the
Arabic Dialect of the text from a predefined set of
dialects. Arabic dialects can be grouped according
to different levels (1) major regional level: Levant,
Nile Basin, Gulf, Gulf of Aden, and Maghreb (2)
country level: more than 20 Arab countries, and (3)
city level: more than 100 micro-dialects (Cotterell
and Callison-Burch, 2014; Baimukan et al., 2022).

Different datasets were built curating data from
various resources with labels of different degrees
of granularities: (1) regional-level (Zaidan and
Callison-Burch, 2011; Alsarsour et al., 2018), (2)
country-level (Abdelali et al., 2021; Abdul-Mageed
et al., 2022, 2023), or (3) city-level (Bouamor et al.,
2019; Abdul-Mageed et al., 2020a, 2021b). De-
spite attracting lots of attention and effort for over
a decade, ADI is still considered challenging, es-
pecially for the fine-grained distinction of micro-
Arabic dialects on the country and city levels. This

Dialects Sentence

Iraq, Jordan, Lebanon, ?TW�m�� �§¤
Libya, Oman, Palestine Where is the station?
Qatar, Saudi Arabia, Sudan,
Syria, Tunisia, Yemen

Iraq, Morocco, Qatar ?Tl�r�� ��C wnJ
What is the flight/trip number?

Table 1: The MADAR corpus (Bouamor et al., 2018)
has English/French sentences manually translated into
different Arabic dialects. The table shows two sentences
having the same translation across multiple country-
level dialects.

is generally demonstrated by the inability of ADI
models to achieve high macro-F1 scores.

We believe that framing ADI as a single-label
classification problem is a major limitation, es-
pecially for short sentences that might not have
enough distinctive cues of a specific dialect as per
Table 1. Therefore, assigning a single dialect la-
bel to each sentence either automatically (e.g.: us-
ing geotagging) or manually makes the labels in-
complete, which in turn affects the fairness of the
evaluation process. The single-label limitation for
DI was also discussed for other languages such as
French (Bernier-colborne et al., 2023).

The need for improving the framing of ADI and
consequently the ADI resources was previously
noted by Althobaiti (2020), who concluded the
Future Directions section of her survey of Arabic
Dialect Identification (ADI) with the following:

“There is also a need to criticize the avail-
able resources and analyze them in order
to find the gaps in the available ADI re-
sources."

In this paper, we introduce the concept of Maxi-
mal Accuracy for ADI datasets having single labels.
We then provide recommendations for how to build
new ADI datasets in a multi-label setup to alle-
viate the limitations of single-label datasets. We
hope that our study will spark discussions among
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the Arabic NLP community about the modeling of
the ADI task, which would optimally lead to the
creation of new datasets of more complete labels,
and help in improving the quality of the ADI mod-
els. The main contributions of the paper can be
summarized as follows:

1. Criticizing the current modeling of the ADI
task as a single-label classification task by
empirically estimating the Maximal Accuracy
for multiple existing ADI datasets.

2. Performing an error analysis for an ADI
model by recruiting native speakers of seven
different country-level Arabic dialects.

3. Presenting a detailed proposal for how multi-
label classification can be used for ADI.

2 How are Current ADI Datasets Built?

There have been multiple efforts to build several
datasets for the ADI task using multiple techniques.
We recognize four main techniques: (1) Manual
Human Annotation, (2) Translating sentences into
predefined sets of dialects, (3) Automatic labeling
of data using distinctive lexical cues, and (4) Auto-
matic labeling using geo-tagging.

A common limitation to all those techniques is
modeling the task as a single-label classification
task, where each sentence in the datasets is
assigned to only one dialect while ignoring the fact
that the same sentence can be valid in multiple
dialects. Furthermore, each of these techniques has
its own additional limitations that affect the quality
of the labels as follows:

(1) Manual Human Annotation where annotators
categorize Arabic sentences into one dialect from
a predefined list of dialects (Zaidan and Callison-
Burch, 2011; Huang, 2015; Malmasi et al., 2016;
Zampieri et al., 2017, 2018).
Limitations: It was found that annotators over-
identify their own native dialects (Zaidan and
Callison-Burch, 2014; Abu Farha and Magdy,
2022). Therefore, the annotations for sentences
that are valid in multiple dialects might be skewed
toward the countries from which most of the
annotators originate, causing a representation
bias. Moreover, accurately determining the Arabic
dialect of a sentence requires exposure to the
different dialects of Arabic, which might not be a
common case for Arabic speakers.

(2) Translation in which participants are asked to

translate sentences into their native Arabic dialects
(Ho, 2006-; Bouamor et al., 2014; Meftouh et al.,
2015; Bouamor et al., 2018; Mubarak, 2018). If
all the participants are asked to translate the same
source sentences, then the dataset is composed of
parallel sentences in various dialects. The main
application of these datasets is to help develop ma-
chine translation systems, however, they are some-
times used for ADI. Figure 1 demonstrates how a
corpus of parallel sentences is transformed into a
corresponding DI dataset.
Limitations: While the labels of the corresponding
DI dataset are correct, a source sentence might have
the same translation in multiple Arabic dialects,
Table 1. In such cases, a single-label classifier is
asked to predict different Dialect labels despite the
input sentence being the same.

Moreover, the syntax, and lexical items in the
translated sentences might be affected by the
corresponding syntactic and lexical features of the
source sentences, especially if the source sentence
is MSA or a variant of DA (Bouamor et al., 2014;
Harrat et al., 2017). Such effects might make the
translated sentences sound unnatural to native
speakers of these dialects.

(3) Distinctive Dialectal Terms where text is cu-
rated based on the appearance of a term from a seed
list of distinctive dialectal terms. These terms are
used to automatically determine the dialect of the
text (Alsarsour et al., 2018; Althobaiti, 2022).
Limitations: The curated data is constrained by the
diversity of the terms used to collect it.

(4) Geo-tagging where the text is automatically
labeled using information about the location or
the nationality of its writer (Mubarak and Dar-
wish, 2014; Salama et al., 2014; Al-Obaidi and
Samawi, 2016; Al-Moslmi et al., 2018; Zaghouani
and Charfi, 2018; Charfi et al., 2019; El-Haj, 2020;
Abdelali et al., 2021; Abdul-Mageed et al., 2020a,
2021b, 2022).
Limitations: While this technique allows for curat-
ing data from different Arab countries, it does not
consider that speakers of a variant of DA might
be living in an Arab country that speaks another
variant (e.g.: An Egyptian living in Kuwait) (Charfi
et al., 2019; Abdul-Mageed et al., 2020a). More-
over, some of the curated sentences might be writ-
ten in MSA, so the curated sentences need to be
split into DA sentences and MSA ones (Abdelali
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Dataset Ct/Cn/Re Description

(1) Manual Labeling
AOC (Zaidan and Callison-Burch, 2011) - / - / 5 * - Online comments to news articles, manually labeled three times by

crowd-sourced human annotators.
Facebook test set (Huang, 2015) - / - / 3 - 2,382 public Facebook posts manually annotated into Egyptian,

Levantine, Gulf Arabic, and MSA.Note: Data attached to the paper on ACL Anthology.
VarDial 2016 (Malmasi et al., 2016) - / - / 4 - Sentences sampled from transcripts of broadcast, debate and

discussion programs from AlJazeera. The dialects of these recorded
programs were manually labeled. MSA is included as a 5th dialect
class for the models. Audio features were used in the 2017 and 2018
editions to allow for building multimodal models.

Note: The link provided is not working.
VarDial 2017 (Zampieri et al., 2017) - / - / 4
VarDial 2018 (Zampieri et al., 2018) - / - / 4
Note: VarDial 2018 used the same data as VarDial 2017.
ArSarcasm-v2 (Abu Farha et al., 2021) - / - / 4 * - 15,548 tweets sampled from previous sentiment analysis datasets,

annotated for their dialect (including MSA).

(2) Translation
Tatoeba (Ho, 2006-) - / 8 / 4 - An ever-growing crowdsourced corpus of multilingual translations,

that include MSA and 8 different Arabic dialects.
MPCA (Bouamor et al., 2014) - / 5 / 3 - 2,000 Egyptian Arabic sentences from a pre-existing corpus, manu-

ally translated into 4 other country-level dialects in addition to MSA.
PADIC (Meftouh et al., 2015) 5 / 4 / 2 - 6,400 sentences sampled from the transcripts of recorded con-

versations and movie/TV shows in Algerian Arabic and manually
translated into 4 other dialects and MSA.

DIAL2MSA (Mubarak, 2018) - / - / 4 - Dialectal tweets manually translated into MSA.
MADAR6 (Bouamor et al., 2019) 5 / 5 / 4 - 10,000 sentences manually translated into 5 city-level Arabic di-

alects in addition to MSA.
MADAR26 (Bouamor et al., 2019) 25 / 15 / 5 - 2,000 sentences manually translated into 25 city-level Arabic di-

alects in addition to MSA.

(3) Distinctive Lexical Cues
DART (Alsarsour et al., 2018) - / - / 5 * - Tweets streamed using a seed list of distinctive dialectal terms,

which are used to initially assign a dialect to each tweet, before
having them manually verified by crowdsourced annotators.

Twt15DA (Althobaiti, 2022) - / 15 / 5 - Tweets curated by iteratively augmenting lists of distinctive
dialectal cues, starting with a seed list for each dialect.Note: Data shared as (tweet IDs, labels) only.

(4) Geo-tagging
(Mubarak and Darwish, 2014) - / ? / ? - Arabic tweets streamed from Twitter, then automatically annotated

using the reported user locations of the tweets’ authors.Note: Not publicly available.
YouDACC (Salama et al., 2014) - / 8 / 5 * - Comments to youtube videos labeled using the videos’ countries

of origin, and the authors’ locations.Note: Not publicly available.
OMCCA (Al-Obaidi and Samawi, 2016) 5 / 2 / 2 - 27,912 reviews scrapped from Jeeran.com, and automatically la-

beled using the location of the reviewer.
MASC (Al-Moslmi et al., 2018) - / 6 / 4 - 9,141 reviews curated from online reviewing sites, Google Play,

Twitter, and Facebook. The country of the reviewer is used as a
proxy for the dialect of the review.

Shami (Abu Kwaik et al., 2018) - / 4 / 1 - Sentences in one of the 4 Levantine dialects: (1) manually collected
from discussions about public figures on online fora; (2) automati-
cally collected from the Twitter timelines of public figures.

ARAP-Tweet (Zaghouani and Charfi, 2018) - / 16 / 5 * - A corpus of tweets from 1100 users, annotated at the user level for
the dialect, age, and gender.Note: No download link on their site.

ARAP-Tweet 2.0 (Charfi et al., 2019) - / 17 / 5 * - A corpus of tweets from about 3000 users, annotated at the user
level for the dialect, age, and gender.Note: No download link on their site.

Habibi (El-Haj, 2020) - / 18 / 6 *† - Songs’ lyrics labeled by the country of origin of their singers.
QADI (Abdelali et al., 2021) - / 18 / 5 - Tweets automatically labeled based on the locations of the authors

in the user description field. The labels of the testing set of each
country were validated by a native speaker of each country’s dialect.

Note: Training data shared as (tweet IDs, labels) only.

NADI2020 (Abdul-Mageed et al., 2020a) 100 / 21 / 5 - Tweets of users staying in the same province for 10 months,
automatically labeled by geotagging the tweets of the selected users.NADI2021 (Abdul-Mageed et al., 2021b) 100 / 21 / 5

NADI2022 (Abdul-Mageed et al., 2022) - / 18 / 5
NADI2023 (Abdul-Mageed et al., 2023) - / 18 / 5 - Currently not disclosed

(5) Miscellaneous
Arabic Dialects Dataset (El-Haj et al., 2018) - / - / 4 * - 12,801 sentences sampled from the AOC dataset, in addition to

3,693 sentences sampled from the Internet Forums category of the
Tunisian Arabic Corpus (McNeil and Faiza, 2010-).

Table 2: The list of single-labeled ADI datasets categorized by the labeling techniques. We follow the regional
categorization of Baimukan et al. (2022). Ct/Cn/Re: the number of cities (provinces), countries, and regions
respectively. *: The regional dialects are defined as Egypt, Iraq, Levant, Gulf, and Maghreb (Cotterell and Callison-
Burch, 2014). †: Sudanese Arabic is considered as another regional dialect. ?: Missing information.
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Corpus of parallel sentences
Egypt Tunisia Syria Jordan Palestine

ازیك یا جومانا وحشاني شحوالك یا جومانا توحشتك كیفك یا جومانا اشتقتلك كیفك جومانا اشتقتلك كثیر كیف حالك یا جمانھ
مشتاقلك

DI dataset
Sentence Dialect

ازیك یا جومانا وحشاني Egypt

شحوالك یا جومانا توحشتك Tunisia

كیفك یا جومانا اشتقتلك Syria

كیفك جومانا اشتقتلك كثیر Jordan

كیف حالك یا جمانھ مشتاقلك Palestine

Figure 1: A demonstration of how parallel dialectal sentences are transformed into DI samples. The parallel
sentences are sampled from the MPCA corpus (Bouamor et al., 2014)

et al., 2021; Abdul-Mageed et al., 2021b, 2022).

3 Maximal Accuracy of Single-label ADI
Datasets

For a single-label ADI dataset consisting of sen-
tences where each is assigned one dialect label,
assume that a percentage Perc2 of those sentences
is valid in 2 different dialects. For those sentences,
only one of the valid dialects is listed as their label.
An effective model trained to predict a single label
will randomly assign each of these sentences to one
of its two valid labels. Thus, the expected maximal
accuracy on the dataset E[Accuracymax] that the
model can achieve would then be:

E[Accuracymax] = (100−Perc2) +
Perc2

2
(1)

For example, if 40% of the sentences are valid
in two dialects (i.e.: Perc2 = 40%), then the
E[Accuracymax] of the dataset would be 80%.
This becomes worse when a sentence is valid in
more dialects, exceeding ten valid dialects in some
cases (as shown in Table 1). Thus, for a total num-
ber of dialects Ndialects, the equation above can
then generalized to:

E[Accuracymax] = Perc1 +

n=Ndialects∑

n=2

Percn
n

(2)

where Perc1 is the percentage of samples that
are only valid in one dialect, Percn is the per-
centage of samples valid in n dialects, Ndialects

represent the total number of dialects considered,
and

∑n=Ndialects
n=1 Percn = 100%.

The higher the percentages Percn where n ∈
[2, Ndialects], the lower the maximal accuracy
would be. The same pattern would apply to F1
scores. Therefore, a model might be achieving low
F1 scores as a consequence of framing DI as a
single-label classification task, which might result
in high Percn values.

Our objective in this paper is to estimate
the value of E[Accuracymax] for the existing
datasets, which should examine the validity of our
hypothesis that modeling ADI task as a single-label
classification can be highly sub-optimal.

4 Estimating the Maximal Accuracy of
Datasets

In our study, we focus on the country-level ADI for
which multiple shared tasks have been organized
since 2019 (Bouamor et al., 2019; Abdul-Mageed
et al., 2020a, 2021b, 2022).

In order to quantify the percentages Percn, each
sample of a dataset needs to be assessed by native
speakers from all the Arab countries. Given our
inability to recruit participants from all the Arab
countries, we will estimate the percentages using
two methods that provide lower bounds P̃ercn for
the actual values Percn (i.e.: P̃ercn ≤ Percn).
Consequently, the estimated maximal accuracy is
an upper bound for its true value.

4.1 Datasets Derived from Parallel Corpora

Initially, we examine the possibility of having Ara-
bic sentences valid in multiple dialects by exam-
ining parallel corpora of Arabic dialects, which
have sentences translated into multiple dialects.
While a manual translation of a sentence can be
phrased in different forms within the same dialect,
we still examine if by chance we can find identical
manually-translated sentences in different dialects
by different translators.

For the four parallel corpora Multidialectal Par-
allel Corpus of Arabic (MPCA) (Bouamor et al.,
2014), PADIC (Meftouh et al., 2015), MADAR6,
and MADAR26 (Bouamor et al., 2018), we trans-
formed the parallel sentences into (sentence, di-
alect) pairs as in subtask (1) of the MADAR shared
task (Bouamor et al., 2019). We then mapped
the dialect labels for PADIC, MADAR6, and
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Dataset Ndialects Nsamples

∑n=Ndialects
n=2 P̃ercn Ẽ[Accuracymax]

PADIC 4 29,138 5.2% 97.1%
MPCA 5 4,960 7.8% 95.4%
MADAR6 5 49,476 2.3% 98.7%
MADAR26 15 48,624 9.6% 93.9%

Table 3: The estimated percentages and the corresponding expected maximal accuracy for the DI datasets formed
using the four parallel corpora. The estimated maximal accuracies are upper bounds for the true maximal accuracies,
and we expect the true values to be significantly lower than these estimates.

NADI 2020
✅ Naturally occurring tweets
❌ ~ 50% of data is in MSA.
❌ Contains Kurdish and Persian
samples.

NADI 2021
✅ Split MSA from DA tweets
(2 subtasks).
✅ Discarded Kurdish and Persian
tweets.
🤔 Included all Arab countries
except for the Comoros.

NADI 2022
✅ Discarded MSA samples.
🤔 Discarded tweets from
Mauritania, Djibouti, and Somalia.
❌ Data Imbalance across dialects.

NADI 2023
✅ Balanced across dialects.

Figure 2: The evolution of the NADI datasets used for the shared tasks run between 2020 and 2023.

MADAR26 from city-level dialects to country-
level ones. In case the same sentence is used in
different cities within the same country, a single
copy is kept. The sentences are then preprocessed
by discarding Latin and numeric characters in ad-
dition to diacritics and punctuation. Lastly, we
estimated the percentages P̃ercn by computing
the percentages of sentences that have the exact
same translation in n dialects.

The upper bound for the maximal accuracies of
the four corpora lies in the range [93.9%, 98.7%]
as per Table 3. The fact that the maximal accuracy
for MADAR26 is lower than that for MADAR6
demonstrates that the probability that a sentence is
valid in multiple dialects increases as more transla-
tions in other country-level dialects are considered.

4.2 Datasets of Geolocated Dialectal Sentences
The Nuanced Arabic Dialect Identification (NADI)
shared tasks (Abdul-Mageed et al., 2020a, 2021b,
2022) used datasets that are built by collecting
Arabic tweets authored by users who have been
tweeting from the same location for 10 consecutive
months. The geolocation of the users is then used
as a label for their tweets. The creators of NADI
have been improving the quality of the dataset from
one year to another as summarized in Figure 2.

While the NADI shared tasks have been attract-
ing active participation, the best-performing mod-
els in NADI 2022 achieved macro F1 scores of
36.48% and 18.95%, and accuracies of 53.05%
and 36.84% on two test sets (Abdul-Mageed
et al., 2022). The baseline MarBERT-based
model (Abdul-Mageed et al., 2021a) fine-tuned

on the training dataset achieves competitive results
(macro F1 scores: 31.39% and 16.94%, accuracies:
47.77% and 34.06%).

Model Description Given the competitiveness
of the baseline model, we fine-tuned the MarBERT
model on the balanced training dataset of NADI
2023, and then we used the QADI dataset (Abdelali
et al., 2021) as our test set. QADI’s test set covers
the same 18 countries as NADI 2023. We decided
to analyze the errors of our model on QADI for two
reasons: 1) At the time of writing the paper, the test
set of NADI 2023 was not released (even for earlier
NADIs, the labels of the test sets are not publicly
released); 2) The dialect labels of the samples of
QADI’s test set were automatically assigned us-
ing geolocations similar to NADI, but the label of
each sample was validated by a native speaker of
the sample’s label, which gives additional quality
assurance for QADI over NADI.

The model achieves an accuracy of 50.74% on
QADI’s test set with the full classification report in
Table A2. Figure 3 visualizes how the predictions
and labels are confused together.

Manual Error Analysis We recruited native-
speaker participants of Algerian, Egyptian, Pales-
tinian, Lebanese, Saudi Arabian, Sudanese, and
Syrian Arabic to validate the False Positives (FPs)
that the model makes for those dialects. Each par-
ticipant is shown the FPs for their native dialect,
one at a time, and is asked to validate them as indi-
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cated in Figure B1 1. If the participant found the FP
sample to be valid in their native dialect, it means
that this sample is valid in at least two different
Arabic dialects (i.e.: the sample’s original label,
and the model’s prediction) 2. However, it can still
be valid in additional dialects, which we did not
check for due to the limited number of participants.

Validity of the Model’s FPs Out of 490 vali-
dated FPs, 325 were found to be also valid in the
other dialect they were classified to, which repre-
sents ≈ 66% of the validated errors. Having such
a great proportion of FPs that are not true errors
hinders the ability to properly analyze and improve
the ADI models. For Egyptian, Palestinian, Saudi
Arabian, and Syrian Arabic, the majority of the
FPs are incorrect as demonstrated in Figure 4 (i.e.:
the model’s prediction should be considered to be
correct). As expected, dialects grouped in the same
region are similar, and thus the FPs of a dialect
would generally have labels of other dialects from
the same region as in Figure 5.

Impact on Evaluation If we only consider the
725 samples that were correctly predicted by the
model (TPs) in addition to the validated 490 FPs,
then we know that 325 samples out of 1215 ones
are at least valid in two different dialects. The
P̃erc2 for this subset is 26.7%, making the maxi-
mal accuracy E[Accuracymax] equal to 86.6%.

To further investigate the impact of the incorrect
FPs on the evaluation metrics, we computed the cor-
rected True Positive value for each dialect TP∗ as
TP∗ = TP+ Incorrect FP. Using these cor-
rected TP∗ values, we computed corrected preci-
sion, recall, and F1-scores. As per Table 4, the
macro-averaged F1-score increased from 0.56 to
0.72. This clearly confirms our hypothesis that
modeling ADI task as a single-label classification
task leads to inaccurate evaluation of the systems.

5 Proposal for Framing the ADI Task

Given the limitations of using single-label clas-
sification for the ADI task, elaborated in §4, we
propose alternative modeling for ADI.

Zaidan and Callison-Burch (2014) asked crowd-
sourced annotators to label dialectal sentences as
being Egyptian, Gulf, Iraqi, Levantine, Maghrebi,

1We release the judgments through: github.com/
AMR-KELEG/ADI-under-scrutiny/tree/master/data

2Participants are given a third choice Maybe / Not Sure,
which we count as No (i.e.: invalid in their dialect).

Figure 3: The confusion matrix for the predictions of a
MarBERT model on QADI’s test set. The model was
fine-tuned using NADI 2023’s training dataset.
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model’s prediction is invalid. Incorrect FP the FP
samples for which the model’s prediction is valid.

other dialect, or general dialect. They used the
general dialect for sentences that can be valid in
multiple dialects. The general dialect is underspec-
ified, and it is not clear whether it implies that a
sentence is accepted in multiple dialects or in all of
them. Therefore, the authors noticed that some of
the annotators barely used the label, while others
used it when they were not sure about the dialect of
the underlying sentences. Moreover, they noticed
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Figure 5: The distribution of the original labels for the False Positives (FPs) of the seven validated dialects.
Correct FP represents the FP samples for which the model’s prediction is invalid. Incorrect FP represents the FP
samples for which the model’s prediction is valid.

that the annotators tend to over-identify their na-
tive dialects. Annotators might not realize that a
sentence valid in their native dialect is also valid in
other dialects, and thus can end up choosing their
native dialect as the label for this sentence, instead
of the general dialect label.

Zampieri et al. (2023) focused on the binary
distinction between two varieties of English, Por-
tuguese, and Spanish. In addition to the two vari-
eties of each language, the annotators are allowed

to assign sentences to a third label Both or Nei-
ther. The evaluation results indicate that the Both
or Neither label is harder to model computationally
than the other variety labels. The authors noted that
there is room for improvement in the treatment and
modeling of this third label.

Consequently, we believe that adding another la-
bel such as general or Both or Neither does not
completely solve the limitations of single-label
classification datasets. Conversely, framing the
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Dialect TP FP TP∗ FP∗ FN P R F1 P∗ R∗ F1∗

Algeria 72 42 72 + 17 = 89 25 98 0.63 0.42 0.51 0.78 0.48 0.59

Egypt 170 93 170 + 69 = 239 24 30 0.65 0.85 0.73 0.91 0.89 0.90

Lebanon 134 79 134 + 41 = 175 38 60 0.63 0.69 0.66 0.82 0.74 0.78

Palestine 74 85 74 + 59 = 133 26 99 0.47 0.43 0.45 0.84 0.57 0.68

Saudi Arabia 88 132 88 + 97 = 185 35 111 0.40 0.44 0.42 0.84 0.62 0.72

Sudan 127 12 127 + 5 = 132 7 61 0.91 0.68 0.78 0.95 0.68 0.80

Syria 60 47 60 + 37 = 97 10 134 0.56 0.31 0.40 0.91 0.42 0.57

Macro-average 0.61 0.55 0.56 0.86 0.63 0.72

Table 4: The impact of the incorrect FPs on the precision P, recall R, and F1-score F1. Error samples for a specific
predicted dialect (i.e.: FPs of this dialect) that are labeled as valid in this predicted dialect are counted as true
positives in the corrected TP∗ score. The corrected P∗, R∗ and F1∗ are based on the corrected value of TP∗.
P∗ = TP∗

TP∗+FP∗ , R∗ = TP∗

TP∗+FN , F1∗ = 2∗P∗∗R∗

P∗+R∗

Note: P stands for Precision, R stands for Recall, and F1 stands for F1-score.

task as a multi-label classification would optimally
alleviate the aforementioned limitations.

5.1 ADI as Multi-label Classification

Multi-label classification allows assigning one or
more dialects to the same sample. Bernier-colborne
et al. (2023) argued for using the multi-label classi-
fication setup after investigating a French DI cor-
pus (FreCDo) (Gaman et al., 2022), covering four
macro French dialects spoken in France, Switzer-
land, Belgium, and Canada. They found that the
corpus has duplicated single-labeled sentences of
different labels, and showed how these sentences
impact the performance of DI models.

Labeling: Collecting multi-labels for a dataset
requires the manual annotation of its samples.
Dataset creators need to consider how they collect
the annotations, and consequently who to recruit.
An Arabic speaker of a specific dialect would be
able to determine if a sentence is valid in their di-
alect or not (Salama et al., 2014; Abdelali et al.,
2021). Althobaiti (2022) found that the average
inter-annotator agreement score (Cohen’s Kappa)
is 0.64, where two native speakers of 15 different
country-level Arabic dialects are asked to check
the validity of tweets in their native dialects.

While human participants can sometimes infer
the macro-dialect of a sentence that is not in their
native dialect, it seems quite hard for them to pre-
dict the country-level dialects in which the sentence
is valid (Abdul-Mageed et al., 2020b).

Recommendation: Ask Arabic speakers to identify
if a sentence is valid in their native dialects or not
as per (Salama et al., 2014; Abdelali et al., 2021;
Althobaiti, 2022). In order to include new dialects,
speakers of these dialects need to be recruited.

Modeling: One way of building multi-label clas-
sification models is to use multiple binary classi-
fiers. More specifically, a binary classifier is built
to decide whether a sentence is valid in one dialect
or not. For N dialects, N binary classifiers would
be responsible for predicting the labels of a single
sample.

Evaluation: For each supported dialect, evalu-
ation metrics like accuracy, precision, recall, and
F1-score can be used. Macro-averaging the metrics
is a way to measure the average performance of the
model across the different dialects.

Extensibility: The multi-label framing is exten-
sible since more labels can be added to a previously
annotated dataset. Adding a new dialect class does
not invalidate the labels of the other dialect classes.

This does not apply to the single-label framing
since an annotator would need to select a dialect
out of a predefined set of dialects. Changing the set
of dialects would require the reannotation of the
whole dataset.
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6 Conclusion

Single-label classification has been the defacto
framing for Arabic Dialect Identification (ADI).
We show that such framing implies that any model
would have a maximal accuracy that is less than
100%, since some samples are valid in multiple di-
alects, and thus their labels are randomly assigned
from these dialects in which they are valid. For
a set of 490 validated False Positives (FPs) of an
ADI model, we found that the model’s predicted
dialects for 325 of them are also valid. The fact that
about 66% of the FPs are not true errors hinders
the ability to analyze and improve the ADI models,
and hurts the reliability of the evaluation metrics.

Given this major limitation of single-label fram-
ing, we argue that ADI should be framed as a
multi-label task. This follows the recommenda-
tion of Bernier-colborne et al. (2023) for French
Dialect Identification. We hope that this paper will
spark discussions across the Arabic NLP commu-
nity about the current state of ADI, and encourage
the creation of new datasets in a multi-label setup,
with labels assigned manually by native speakers
of the different Arabic dialects.

For future work, we will investigate the impact
of the Arabic Level of Dialectness (ALDi) variable
introduced by Keleg et al. (2023) on identifying
the dialect of sentences. Intuitively, the dialect of a
sentence with a high ALDi score is easier to iden-
tify since the sentence shows more features of di-
alectness than those of sentences having low ALDi
scores. Therefore ALDi can be used to identify the
samples that are more expected to be valid in mul-
tiple dialects, facilitating the annotation process of
new DI datasets.

Limitations

Recruiting native speakers from the 18 Arab coun-
tries included in the NADI 2023 dataset proved to
be hard. Moreover, we opted to only annotate the
sentences of QADI’s test set that were misclassi-
fied by the model. In order to accurately estimate
the maximal accuracy for a dataset, all the sam-
ples should be checked independently by native
speakers of the 18 supported Arab countries.
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A Detailed Dialect Coverage and Model
Performance Report

The datasets used in the paper cover different Ara-
bic dialects as detailed in Table A1. The PADIC
dataset covers 4 country-level Arabic dialects from
North Africa (Algeria, Tunisia), and the Levant
(Syria, Palestine). On the other hand, the QADI,
and NADI 2023 datasets cover 18 country-level
Arabic dialects.

Covering more dialects in a dataset impacts the
performance of ADI models. Table A2 provides
the detailed performance report of the MarBERT
model fine-tuned for ADI between 18 country-level
dialects, using NADI 2023’s training dataset.

B The Error Analysis Survey

We created an online survey to validate the False
Positives (FPs) of the MarBERT model fine-tuned
on NADI 2023’s training dataset. The survey aims
to validate whether the errors of the model are
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Dataset Cities Countries

PADIC N = 5 N = 4
Annaba, Algiers, Sfax, Damascus, Gaza Algeria, Tunisia, Syria, Palestine

MPCA N/A N = 5
Egypt, Syria, Jordan, Palestine, Tunisia

MADAR6 N = 5 N = 5
Beirut, Cairo, Doha, Tunis, Rabat Lebanon, Egypt, Qatar, Tunisia, Morocco

MADAR26 N = 25 N = 15
Aleppo, Damascus, Algiers, Alexandria,
Aswan, Cairo, Amman, Salt, Bagh-
dad, Basra, Mosul, Beirut, Benghazi,
Tripoli, Doha, Fes, Rabat, Jeddah, Riyadh,
Jerusalem, Khartoum, Muscat, Sanaa, Sfax,
Tunis

Syria, Algeria, Egypt, Jordan, Iraq, Lebanon,
Libya, Qatar, Morocco, Saudi Arabia, Pales-
tine, Sudan, Oman, Yemen, Tunisia

QADI N/A N = 18
NADI 2023 Algeria, Bahrain, Egypt, Iraq, Jordan,

Kuwait, Lebanon, Libya, Morocco, Oman,
Palestine, Qatar, Saudi Arabic, Sudan, Syria,
Tunisia, United Arab Emirates, Yemen

Table A1: The list of labels in the different ADI datasets.

caused by the single-label limitation of the test-
ing dataset or are actual errors. Figure B1 shows
screenshots of the Instructions, Sample examples,
and the annotation interface.

Table B3 lists some examples for samples of the
QADI dataset for which the model’s predictions
do not match the original labels, yet the annotators
found these predictions to also be valid.
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Dialect Support Precision (P) Recall (R) F1-score (F1)
Algeria 170 0.63 0.42 0.51
Libya 169 0.45 0.73 0.56
Morocco 178 0.77 0.63 0.70
Tunisia 154 0.63 0.54 0.58
Bahrain 184 0.33 0.29 0.31
Iraq 178 0.69 0.62 0.65
Kuwait 190 0.38 0.43 0.40
Oman 169 0.46 0.51 0.49
Qatar 198 0.37 0.34 0.35
Saudi Arabia 199 0.40 0.44 0.42
UAE 192 0.37 0.53 0.43
Egypt 200 0.65 0.85 0.73
Sudan 188 0.91 0.68 0.78
Jordan 180 0.31 0.47 0.38
Lebanon 194 0.63 0.69 0.66
Palestine 173 0.47 0.43 0.45
Syria 194 0.56 0.31 0.40
Yemen 193 0.55 0.25 0.34

Macro avg. 0.5309 0.5085 0.5072
Weighted avg. 0.5295 0.5074 0.5058

Accuracy 0.5074

Table A2: The evaluation metrics for the predictions of the fine-tuned MarBERT model on QADI’s testing set. The
model is fine-tuned on NADI 2023’s training data.

Valid Label Sentence Original Label

Algeria �yl�§ ¤ �y� �CAb§ �Ky� Tunisia
 w`��C ¢y�� A�� ¤ ¢l� A�� ¤ A§w� �`� ¨�C ¢m�r§ ¢l�� Morocco

Egypt . ­Cw� ¨� 
`�J ¨l�� �wy��¤ ­Cwk�� �`l§ Palestine
T�CAq�  r�� �ysn� L�CAqt§A� ¨��rt�� ��A� �� �y`R �w�w} ¨S�r� Tunisia

Lebanon . �w��� ryt� A�ry� ¤ . . �§CAt�� ¨� ¤ rRA��� ¨� ryt� �¯A� ��  w¡� Ant�A� Egypt
T�Ab`� ¨�AO�� �l� �y� ¢hhhh¡ Syria

Palestine ��®f�A� �O� �yl�A� w�wk§ ¨�C A§ rhJ r�� w�� Am� Lebanon
�hlq� d� Yl� �hyW`�  AK� �q� �¡dn�A� xA� ¢y� ¢�� TlkKm�� Kuwait

Saudi Arabia ¢�¤r�@� dy�� 
l�¤ QA��� Yl� £CwO�� ¨nt� H� ¢n� �r�A� ¢l��¤ Iraq
�by�� ��C¤ Ahn� �AF� �A`�¤ ¨byt`�� 
As� ­d§r�� �rq�¤ ��Ak�A� ¨�d§r�� �r�� Qatar

Sudan ¨t�mF ¨t�mF ��®� ¨� ¨t`�C 
�� ¢hhhhhhh¡ Tunisia
¢y�r� © |w� ÐAtF� A§ ¢l��¤ Egypt

Syria ¢lm`� A� ¤� ¢lm`� Any� An�� CAm�tF¯� H� Anyl� |r� CAm`tF¯� �l¡ Lebanon
�db� �¡dn� xA� �d��¯ Iraq

Table B3: Samples of QADI for which the ADI model’s predictions are also valid.
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Powered by Qualtrics A

Instructions
You will be shown a set of sentences. You are asked to check if the sentences are
valid/natural in your native Arabic dialect Yes, or not No.
In case you can not decide:

use the Maybe / Not sure option.
If you choose the Maybe / Not sure or the No options:

 Copy the span (a set of consecutive words) that made you choose this
option.
In case multiple spans exist, you can add all of them separated by commas.
Please do not overthink the span selection question.

← →

(a) Instructions page.

Powered by Qualtrics A

The following screenshot is an example of a judgment made by an Egyptian Arabic
speaker.
Please check the three examples to understand how the interface works.

Example #1:

 

← →

(b) First example page.

Powered by Qualtrics A

The following screenshot is an example of a judgment made by an Egyptian Arabic
speaker.
Please check the three examples to understand how the interface works.

Example #3:

← →

(c) Third example page.

Powered by Qualtrics A

1 of 93

Is this sentence valid in your dialect?

ھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھھ یاي وبتصحح كمان مصدقة نفسھا
یابنتي مش ھیعبرك برضو سایكو بجد ھموت

In case you select Maybe / Not sure (M) or No (N), please copy the span that made
you choose this option.

Span: A set of consecutive words.
In case multiple spans exist, copy all of them separated by commas ,
Please do not spend too much time identifying the spans.

Any comments you want to add?

Yes (Y)
Maybe / Not sure (M)
No (N)

← →

(d) An annotation page.

Figure B1: Screenshots of the different pages of the annotation task described in §4.2.
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