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Abstract

Delegating short answer grading to automated
systems enhances efficiency, giving teachers
more time for vital human-centered aspects of
education. Studies in automatic short answer
grading (ASAG) approach the problem from
instance-based or reference-based perspectives.
Recent studies have favored instance-based
methods, but they demand substantial data for
training, which is often scarce in classroom set-
tings. This study compares both approaches
using an Arabic ASAG dataset. We employ in-
context meta-learning for instance-based and
semantic score-based similarity for reference-
based grading. Results show both methods
outperform a baseline and occasionally even
surpass human raters when grading unseen an-
swers. Notably, the semantic score-based simi-
larity approach excels in zero-shot settings, out-
performing in-context meta-learning. Our work
contributes insights to Arabic ASAG and intro-
duces a prompt category classification model,
leveraging GPT3.5 to augment Arabic data for
improved performance.

1 Introduction

Automatic short answer grading (ASAG) has been
a prominent subject of discussion in the field of AI
in education, studied for more than half a century
(Page, 1966). This is not surprising given the po-
tential ASAG systems hold for enhancing various
aspects of educational systems. By automating rou-
tine grading tasks, teachers can focus more on their
unique human role of being motivators of learning
and nurturing students’ curiosity, ultimately enrich-
ing the educational experience (Keller, 1983). The
shift toward automation in grading not only en-
hances efficiency and eliminates human bias but
also empowers educators to dedicate their time and
expertise to the critical aspects of teaching that
require human insight and empathy.

Over the last decade, progress in the field of
ASAG has significantly accelerated, driven by ad-

vancements in deep learning techniques and the
availability of large datasets. ASAG systems can
be broadly categorized into two main approaches:
instance-based and reference-based (Horbach and
Zesch, 2019). The majority of research in ASAG
has primarily focused on the instance-based ap-
proach, which involves scoring individual stu-
dent answers independently. On the other hand,
reference-based approaches rely on measuring the
similarity between the student’s response and the
reference answer and assigning a score based on
this similarity. Reference-based approaches not
only have the potential to be more robust to variabil-
ity but also have the advantage of being more inter-
pretable and less data-hungry (Bexte et al., 2023).
However, only a few studies have been conducted
comparing the 2 approaches and showing that the
performance of reference-based approaches com-
pared to instance-based approaches often yields
worse or comparable results (Bexte et al., 2022).

While instance-based approaches have domi-
nated the ASAG landscape, it’s important to note
that most of this research has been conducted in the
context of the English language. English is one of
the most widely studied languages, and therefore,
a substantial amount of educational content and
resources are available for it. However, the need
for ASAG systems in other languages, such as Ara-
bic, is equally significant. Even though Modern
Standard Arabic (MSA) could also be considered
a thriving language (Simons et al., 2022), datasets
for ASAG in Arabic are still scarce.

In this study, we hope to contribute to the field
of ASAG by presenting a comparison of two dis-
tinct approaches to ASAG in Arabic. In our first
instance-based approach, we leverage a pre-trained
language model (i.e. BERT) and train it on different
questions with a shared type. For each instance, we
create an input structure that provides contextual
information for the model. In our reference-based
approach, we train a score-based semantic similar-
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ity model using SentenceTransformers (Reimers
and Gurevych, 2019). Our results demonstrate that
while both techniques perform similarly in conven-
tional training circumstances, score-based semantic
similarity has considerable potential for deliver-
ing superior results in zero-shot settings. We addi-
tionally propose a "prompt category" classification
model to facilitate the selection of the most suitable
scoring model for a given question. We show the
effectiveness of this model in low-resource settings
by augmenting the training data with synthetic ex-
amples generated by GPT-3.5. To the best of our
knowledge, this is the first study to apply and com-
pare the two distinct approaches to the problem
of ASAG in Arabic. Finally, we make the code
and models publicly1 available to facilitate future
research in this area.

2 Related Work

Research in ASAG can be categorized into two
main paradigms, instance-based or similarity-based
methods (Horbach and Zesch, 2019). Most re-
cent ASAG research follows the instance-based
paradigm, where algorithms are trained primarily
using a large set of student answers to learn about
the features of correct and incorrect responses.
With the rise of large language models and trans-
fer learning, most studies typically involve fine-
tuning BERT such as in the work by Lun et al..
Another example is the work of Nael et al. where
they fine-tune BERT and ELECTRA models on a
machine-translated ASAP dataset. Condor et al.
used SBERT embeddings to train a model with an
instance-based approach rather than using it in a
similarity-based approach. Fernandez et al. intro-
duced a single shared scoring model for multiple
questions using a specified input structure that pro-
vides contextual information for each item. Simi-
larly, to score mathematical questions, Zhang et al.
use an in-context learning approach that provides
scoring examples as part of the input to a Math-
BERT model to promote generalization.

On the other hand, in the reference-based ap-
proach, student answers are evaluated by compar-
ing them to one or more target answers. Judg-
ments of correctness are thus determined based
on their similarity to a reference solution. In
early work, reference-based approaches mainly em-
ployed feature-engineering methods such as utiliz-

1Our code can be found at: https://github.com/
mennafateen/SSS-vs-InCML

ing string-based or corpus-based similarity meth-
ods (Gomaa and Fahmy, 2014) and n-grams (She-
hab et al., 2018). More recently, Meccawy et al.
conducted a comparative study evaluating the effi-
ciency of different word embedding approaches for
conducting feature vectors. In their study, Wang
et al. introduced innovative metrics for score-based
similarity to construct a text representation space
that is optimized for both inter and intra-level dis-
tinctions, leading to improved scoring efficiency.
In our reference-based approach, we define score-
based similarity in a manner similar to what they
have presented in their research.

3 Dataset Description

In this study, we utilize the AR-ASAG dataset,
which is the first publicly available dataset for auto-
matic short-answer scoring in Arabic (Ouahrani
and Bennouar, 2020). The dataset consists of
2133 short answers written by graduate students
in response to 48 questions. The questions are
taken from 3 different exams on cybercrime where
each exam consists of 16 questions. The question
prompts in the exams could be classified into 5 cat-
egories based on the type of answer they expect,
namely: define, explain, consequences, justify, and
compare.

The answers in this dataset were independently
annotated by two human raters on a scale of 0 to
5 where 0 is completely incorrect and 5 is consid-
ered a perfect answer. The raters were instructed
to assign a score based on the similarity of the stu-
dent’s answers to a reference answer given for each
question. Determining the similarity between two
answers not only is a subjective task but also re-
quires a deep understanding of the topic. In cases
like this, where no detailed scoring rubric is pro-
vided, the raters can find it especially difficult to
determine the precise degree of similarity. This is
reflected in the low inter-rate agreement of 35%.
However, this is expected since the raters were also
given the freedom to assign intermediate scores
such as 4.5 or 3.25, etc.

In our study, we treat the scoring problem as a
classification problem instead of a regression one.
We discretize the scores into 6 categories, 0, 1, 2, 3,
4, and 5 by taking the rounded-down median after
ceiling the scores to the nearest 0.5. This is done to
increase the inter-rate agreement to 56% instead of
35%. The distribution of the scores in the dataset
can be seen in Figure 1 where we can observe the
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Figure 1: Distribution of the scores in the dataset.

majority of the scores being concentrated in the
range of 3 to 4.

4 Methodology

Problem Formulation

We formulate the problem of automatic short an-
swer scoring as follows: Given a question q, a short
answer a, and a reference answer a∗, the goal is
to predict a score s ∈ [0, 5] that represents the
quality of the answer. Usually, each question is
treated as a separate task where a separate model
is trained for each task or question. However, this
approach is not feasible in low-resource settings
where there is a lack of annotated data. Hence, we
propose a general in-context prompt-based scoring
framework for automated scoring of short-answer
questions where we divide the scoring problem into
two sub-problems, prompt-category-based scoring
and prompt category classifying.

The prompt-category-based scoring problem can
be formally defined as follows: we have a set of
tasks T = {ti}Ni=1, where each task ti is defined
by a question qi, its reference answer a∗i , and a
set of instances Di = {(ai,j , si,j)}Mi

j=1, where Mi

is the number of instances for the i-th task. The
goal is to learn a function f : (q, a∗, a) → s that
can generalize to both unseen answers and unseen
questions with a small number of annotated exam-
ples. To solve the defined problem, we propose and
compare two main approaches, namely, in-context
meta-learning (InCML) and score-based seman-
tic similarity (SSS). We describe each approach in
detail in the following subsections. Within each
approach, we train one model per prompt category,
resulting in 5 models per approach.

In order to facilitate the selection of the most
suitable prompt-category-based scoring model for
a given question, an auxiliary prompt category clas-
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Classifier

I npu t : 
Quest ion

Out pu t : 
Prompt-Category

"Define"

In-context  
Answer

I npu t

Prompt-Category 
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Score

Answer and 
Reference 

Pair

Figure 2: Overview of the in-context prompt-based scor-
ing framework.

sifier is trained to identify the prompt category of
a given question. The output of this model should
then serve as a guide for selecting the most suitable
model for a given question. This is illustrated in
Figure 2.

Prompt Category Classification

To construct a balanced training dataset, we train
the model on the first 4 questions from each prompt
category and set aside the remaining questions for
testing. We utilize the SetFit framework (Tunstall
et al., 2022) and use the pretrained AraBERT model
(Antoun et al.) as the pretrained body. We then
generate 50 pairs for contrastive learning and train
the model for 5 epochs. The classification head is a
logistic regression layer that takes the output of the
last layer of the pretrained body as input. With this
4-shot training setup, the model achieves a mere
accuracy of 0.357. To address this, we propose to
augment the training data with synthetic examples
generated by GPT-3.5. For each prompt category,
we instruct the model to provide x more examples,
for instance:

Provide five more examples that are similar to
the following using the same "Define" prompt:

• �éJ
 	KðQ��ºËB
 @
�éÖß
Qm.Ì'@ iÊ¢�Ó 	¬Q« (Define the

term cybercrime)

• �HAÓñÊªÖÏ @ 	áÓ


@ iÊ¢�Ó 	¬Q« (Define the term

information security)

• �éJ
� 	® 	JË @ �éJ
«AÒ�Jk. B@ �é�Y	JêË @ iÊ¢�Ó 	¬Q« (De-
fine the term psychological social engineer-
ing)

• È@ñÓ


B@ ÉJ
� 	« ð



@ 	�J
J
�. �K iÊ¢�Ó 	¬Q« (De-

fine the term money laundering).
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Table 1: Prompt category classification results on the
test set with the different number of augmented exam-
ples.

Original Aug1 Aug2 Aug3
Acc 0.357 0.607 0.714 0.893
F1 0.443 0.645 0.699 0.821
Precison 0.511 0.711 0.733 0.82
Recall 0.724 0.806 0.841 0.90

We experiment with different values of x and
report the results in Table 1 where in Aug1, Aug2,
and Aug3, we augment the training data so that
the number of examples per prompt category is 45,
125, and 250 respectively. As shown in the table,
the model’s performance significantly improves as
we increase the number of augmented examples,
achieving an accuracy of 0.893 with Aug3 and an
F1-score of 0.821. With this prompt classification
model experiment, we show that in low-resource
settings, a potential solution that could be explored
is to augment available samples using generative
large language models such as GPT-3.5.

Instance-based: In-Context Meta Learning
Model
The in-context meta-learning model (InCML) ap-
proach draws inspiration from the work of (Fer-
nandez et al., 2022). Building upon their foun-
dational concepts, we apply this approach to the
unique domain of cybersecurity short answer scor-
ing in Arabic. To introduce context, we input the
answers using a template that is constructed by
concatenating the target answer to be scored aj ,
question qi, and its reference answer, a∗i . We ad-
ditionally include a set of K in-context examples
Ei that are randomly sampled from the training set
Dtrain for the i-th task or question. We build a tem-
plate for each component by adding semantically
meaningful task instructions as shown in Table 2.
Moreover, we convert the numeric scores sj in the
in-context examples Ei to meaningful words such
that: 0: @Yg. 	­J
ª 	� (very poor), 1: 	­J
ª 	� (poor),

2: ¡�ñ�JÓ (fair), 3: YJ
k. (good), 4: @Yg. YJ
k. (very

good), 5: 	PA�JÜØ excellent. We then concatenate the
templates to form the final input to the model. Dur-
ing inference time, the same templates are created
for the input components where the in-context ex-
amples are fetched from the training set for seen
questions only.

We train our model on the union of training

I npu t : I n-context  Template

        AraBERTv2

[CLS] Answer  Template [SEP] Quest ion Template [SEP] Model Template 
[SEP] In-context  Examples [SEP]

[CLS] Classificat ion Layer x

Out pu t :  
Score

Figure 3: in-context meta-learning model

datasets for all items or questions per prompt cat-
egory ∪5

i=1D
i
train, instead of training a separate

model for each item, thus reducing the number
of model parameters and required storage space.
Figure 3 illustrates the in-context meta-learning
model.

Reference-based: Score-based Semantic
Similarity

When human experts are asked to score answers
to open-ended questions, they usually compare the
answers to a reference answer and assign a score
based on the similarity between the two answers. In
this approach, we propose to train a model that can
mimic this process by learning to assign a score to
a given answer based on its similarity to a reference
answer.

To achieve this, we perform the following steps:
First, we construct a simple in-context template
for each answer to be graded aj by prepending the
question qi to the answer. It has been shown that
incorporating the question in the input can improve
the performance of ASAG models (Lv et al., 2021).
Then, we define score-based similarity as follows:
Given a pair of answers ax and ay with their scores
sx and sy, the similarity between the two answers
is defined as:

sim(ax, ay) =
sx
sy

; (sx ≤ sy) (1)

For each task/question i, we then construct a
dataset Di of answer pairs annotated together via
the score-based metric indicating their similarity
as shown in Equation 2, where X is the number of
examples per score k and ak is a student answer
that was graded k.

Di = {{(ak, a¬k, sim(ak, a¬k))}Xx=0}5k=0 (2)
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Table 2: Input components and templates for the in-context meta-learning model.

Input Component Template Sample
Student Answer x : �éK. Ag. B
 @ è 	Yë Õæ


�̄ �HA 	®�Ë ù


KA�kB@ ÉJ
Êj�JË @ ÐY 	j�J��
 ø


	YË@ ÕÎªË@ : �éK. Ag. B
 @ è 	Yë Õæ

�̄

�éJ
� 	j ��Ë@ é�JK
ñë 	áÓ Y»


A�JÊË ½Ë 	Xð �éK
ñJ
mÌ'@ 	àA�	�B@ (Grade this answer:

The science that uses statistical analysis of a person’s vital character-
istics to confirm his identity)

Question qi : È@ 
ñ�Ë@ ø
 ñJ
mÌ'@ �AJ
�®Ë @ iÊ¢�Ó 	¬Q« : È@ 
ñ�Ë@ (Question: Define the term bio-

metrics)

Reference a∗i : h.
	XñÒ 	JË @ 	àA�	�B
 @ �HA 	®�Ë ù



KA�kB
 @ ÉJ
Êj
�JË @ ÐY 	j�J��
 ø


	YË@ ÕÎªË@ ñë :h.
	XñÒ 	JË @

�èYK
Q 	®Ë @ é�KA 	®� Ð@Y 	j�J�A
K.
�éJ
� 	j ��Ë@ é�JK
ñë 	áÓ Y»



A�JÊË ½Ë 	Xð �éK
ñJ
mÌ'@

�éJ

KAK
 	Q�
 	̄ �HA 	®�ð �éJ
»ñÊ� �HA 	®� ù
 ëð (Reference: It is the science that

uses statistical analysis of a person’s vital characteristics to confirm
his identity using his unique characteristics, which are behavioral
characteristics and physical characteristics.)

Grades . . . : Õæ
J

�®�K 	PA�JÜØ @Yg. YJ
k. YJ
k. ¡�ñ�JÓ 	­J
ª 	� @Yg. 	­J
ª 	� : Õæ
J


�®�K (Grades: very
poor, poor, fair, good, very good, excellent)

Examples x¬j : ÈA�JÓ Q 	k
�
@ 	á« A ��	m��� 	Q�
Ö

�ß ú

�æË @ �èYK
Q 	®Ë @ 	àA�	�B
 @

�éËAg �PYK
 ÕÎ« ñë : ÈA�JÓ
	­J
ª 	� : Õæ
J


�®�K (Example: It is a science that studies the unique human
condition that distinguishes one person from another Grade: Weak)

We experiment with 3 different settings of X
when constructing the dataset with X = 30, X =
50, and a final configuration where we account for
the distribution of the scores in the training set so
that the number of samples per score is 50 Nk∑5

k=0 Nk

We then train one model on the union of train-
ing datasets for all items or questions per prompt
category ∪5

i=1D
i
train, instead of training a sepa-

rate model for each item as described in the In-
CML approach. In this approach, using SBERT,
we fine-tune a pretrained AraBERT model through
a Siamese network structure where we train the
model using a cosine-similarity loss function. For
each answer pair in the union dataset, we pass both
answers through the model which generates an em-
bedding u and v for each answer. The gold similar-
ity score is then compared with the cosine similarity
between the generated embeddings. Figure 4 illus-
trates the score-based semantic similarity model.

5 Experimental Results

Evaluation Metrics

To evaluate the performance of the proposed ap-
proaches, we use two metrics, namely, quadratic
weighted kappa (QWK) and percentage of tick ac-
curacy (PTA). QWK is a commonly used metric in
ASAG that measures the agreement between two
raters. In (Williamson et al., 2012), the authors
suggest that the QWK between automated and hu-

I npu t : 
<qi [SEP]  aj, sj>

Gener at e I npu t  Pai r s 
(ax, ay, scoreSim(ax, ay))

        AraBERTv2

L oss Funct i on :
MSE(scoreSim(ax, ay) 
- cosineSim(ax, ay))

<qi  [SEP] aj 
[SEP]>, <qi  ][SEP] 

ai
* [SEP]>

I npu t :
1- Shor t  Answer
2- Reference Answer

[1,8,3,9,...], 
[2,7,4,5,...]

Out pu t : 
Finetuned 
Embeddings

Scoring Head

Out pu t : Finetuned SSS Model

<"......", 5>,
<"......", 3>,
<"......",2>,

...

<"......", 5>,
<"......", 3>,
<"......",2>,

...

<"......", 5>,
<"......", 3>,
<"......",2>,

...

(<"......", 5>,<"......", 5>)
(<"......",5>,<"......", 3>)

...

(<"......", 5>,<"......", 5>)
(<"......",5>,<"......", 3>)

...

("......","......", 1)
("......","......", 3/5)    
("......", ".....", 2/5)

...

Training

Inference

Figure 4: Score-based semantic similarity model

man scoring should be at least 0.7 on datasets with
normal distribution to be considered acceptable.
Percentage of Tick Accuracy (PTAx) measures the
percentage of answers that are scored correctly or
within x points of the gold score. PTA0 would be
equivalent to accuracy while PTA1 also includes
answers that are scored within 1 point of the gold
score (e.g. 3 is considered correct if the gold score
is 2 or 4) and so on.

Experimental Setup

We use AraBERT as the pretrained body for both
approaches. In the InCML approach, we use the
Adam optimizer with a learning rate of 1e-5 and a
batch size of 8 and train the models for 6 epochs.
Similarly, in SSS, we train the model for 6 epochs
but use a batch size of 16 instead.
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Results
We undertake two experiments to evaluate the per-
formance of the proposed approaches. In the first
experiment, we test the models’ performance on
unseen answers. We set aside 10% of the answers
from each prompt category for testing. In the sec-
ond experiment, we evaluate the performance of
the models on unseen questions. We set aside the
first question and its answers from each prompt
category for testing. This setting is considered a
zero-shot learning scenario since the models are
not trained on any examples from the test set. The
results of both experiments are shown in Table 3.
As a baseline for comparison, we report the results
of a majority class classifier and the QWK and PTA
between the rounded-up grades of the two human
raters.

6 Discussion

6.1 Unseen Answers
As shown in Table 3, compared to the major-
ity class classifier, both approaches with differ-
ent configurations outperform the baseline in all
prompt categories in the unseen answers experi-
ments. Comparing the model’s performance to
human performance, we observe that with prompts
P1 and P3, InCML0 and InCML3 outperform the
human raters in terms of QWK. In terms of PTA0,
InCML1, InCML3, and additionally SSS50 out-
perform the human raters with prompt P1 while
InCML1 again outperforms the human raters with
prompt P3 type questions. In the remaining prompt
categories, the performance of both approaches
in terms of QWK is marginally below the QWK
achieved between the human raters with the in-
context meta-learning approach showing a ten-
dency to outperform the score-based similarity ap-
proach.

In the in-context meta-learning approach, we
observe that the performance of the model does
not necessarily improve as we increase the num-
ber of in-context examples. In fact, in some cases,
the performance decreases. We speculate that this
might be attributed to potential overfitting on the in-
context examples. It is also important to note that
the performance of InCML fluctuates depending on
the in-context examples that are extracted from the
training set which introduces inherent instability.
On the other hand, in the case of the semantic score-
based similarity approach, an increase in the num-
ber of examples per score generally corresponds to

improved model performance.
In the unseen answers experiment, with a few

training examples, we observe that while both ap-
proaches have comparable performance to the hu-
man raters, the instance-based in-context meta-
learning approach generally gives better perfor-
mance compared to the reference-based approach.

6.2 Unseen Questions

In Table 3, we see that the overall performance of
the models in the unseen questions experiment, or
in zero-shot settings, is lower than the performance
of unseen answers. However, we observe that the
PTA0 of the models is still higher than the major-
ity class classifier in most prompt models using
our reference-based, SSS30, SSS50 and SSS50W

methods.
Compared to the instance-based InCML ap-

proach, it is evident that the reference-based SSS
approach proposed gives higher performance show-
casing its reduced data hunger advantage and its
ability to generalize to new questions.

7 Conclusion

In this paper, we propose a general in-context
prompt-based scoring framework for automated
scoring of short-answer questions. We di-
vide the scoring problem into two sub-problems,
namely, prompt category classification and prompt-
category-based scoring. For prompt-category clas-
sification, we utilize a few-shot, prompt-free frame-
work to train the model. We also show that with
data augmentation using GPT3.5, the performance
could be significantly increased. We then pro-
pose two main approaches for the prompt-category-
based scoring problem, namely, instance-based in-
context meta-learning and reference-based seman-
tic similarity. Utilizing the only publicly available
Arabic ASAG dataset, we evaluate both approaches
in their ability to generalize to unseen answers and
unseen questions. Experimental results show that
both proposed approaches outperform the major-
ity class classifier and are comparable to human
raters when grading unseen answers. However,
the performance is highly prompt-dependent and
no particular approach is consistently better than
the other. In zero-shot settings, when generaliz-
ing to unseen questions, we observe a tendency for
the reference-based semantic similarity approach
to outperform the instance-based in-context meta-
learning approach. We thus believe that in class-
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Table 3: Experimental results.

Human MV InCML0 InCML1 InCML3 SSS30 SSS50 SSS50W

U
ns

ee
n

A
ns

w
er

s

P1 QWK 0.676 0.611 0.656 0.697 0.591 0.593 0.632
PTA0 0.357 0.357 0.286 0.500 0.404 0.357 0.393 0.357
PTA1 0.893 0.857 0.843 0.889 0.857 0.857 0.893
PTA2 0.929 0.964 0.954 0.964 1.000 1.000 1.000
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P2 QWK 0.788 0.722 0.668 0.760 0.718 0.763 0.718
PTA0 0.568 0.239 0.432 0.443 0.451 0.375 0.443 0.364
PTA1 0.920 0.909 0.875 0.936 0.932 0.955 0.943
PTA2 0.977 0.989 0.963 0.998 0.989 0.989 0.977
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P3 QWK 0.749 0.798 0.774 0.727 0.557 0.581 0.660
PTA0 0.385 0.308 0.385 0.542 0.385 0.154 0.385 0.385
PTA1 0.846 0.923 0.869 0.919 0.846 0.846 0.885
PTA2 0.962 1.000 1.000 0.950 1.000 0.962 0.962
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P4 QWK 0.666 0.602 0.649 0.519 0.614 0.613 0.515
PTA0 0.533 0.311 0.400 0.464 0.351 0.467 0.467 0.444
PTA1 0.822 0.867 0.813 0.733 0.911 0.911 0.844
PTA2 0.978 1.000 0.989 0.936 1.000 1.000 1.000
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P5 QWK 0.716 0.696 0.000 0.070 0.529 0.606 0.405
PTA0 0.526 0.421 0.421 0.421 0.368 0.474 0.421 0.368
PTA1 0.842 0.842 0.684 0.737 0.789 0.842 0.789
PTA2 0.947 1.000 0.789 0.842 1.000 1.000 1.000
PTA3 1.000 1.000 0.947 0.947 1.000 1.000 1.000

U
ns

ee
n

Q
ue

st
io

ns

P1 QWK 0.743 0.145 0.000 0.063 0.620 0.599 0.627
PTA0 0.596 0.383 0.213 0.000 0.064 0.447 0.404 0.447
PTA1 0.957 0.553 0.043 0.149 1.000 1.000 1.000
PTA2 1.000 0.936 0.085 0.404 1.000 1.000 1.000
PTA3 1.000 0.979 0.319 0.766 1.000 1.000 1.000

P2 QWK 0.876 0.000 -0.055 0.026 0.645 0.558 0.645
PTA0 0.833 0.416 0.167 0.083 0.167 0.500 0.500 0.500
PTA1 0.916 0.167 0.167 0.167 0.917 0.833 0.917
PTA2 1.000 0.417 0.417 0.333 1.000 1.000 1.000
PTA3 1.000 0.833 0.417 0.833 1.000 1.000 1.000

P3 QWK 0.752 0.000 -0.014 0.000 0.488 0.446 0.495
PTA0 0.714 0.469 0.082 0.082 0.082 0.204 0.224 0.204
PTA1 0.918 0.184 0.184 0.184 0.918 0.878 0.918
PTA2 0.959 0.347 0.347 0.347 1.000 1.000 1.000
PTA3 0.980 0.531 0.531 0.531 1.000 1.000 1.000

P4 QWK 0.774 0.101 -0.015 -0.161 0.254 0.284 0.365
PTA0 0.395 0.271 0.208 0.125 0.042 0.333 0.333 0.333
PTA1 0.875 0.500 0.292 0.375 0.688 0.708 0.688
PTA2 0.979 0.646 0.375 0.771 0.938 0.938 1.000
PTA3 1.000 0.896 0.646 0.958 1.000 1.000 1.000

P5 QWK 0.358 0.000 0.069 0.003 0.000 0.029 0.024
PTA0 0.667 0.500 0.000 0.146 0.000 0.042 0.042 0.021
PTA1 0.979 0.000 0.396 0.021 0.500 0.563 0.500
PTA2 1.000 0.000 0.563 0.188 1.000 1.000 1.000
PTA3 1.000 0.042 0.604 0.667 1.000 1.000 1.000
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room settings, the reference-based semantic simi-
larity approach could be a more suitable solution
due to its superiority in zero-shot settings.

Limitations

In this paper, we presented a comparison between
a specific instance-based and reference-based ap-
proach, thus our findings are limited to these meth-
ods and cannot be generalized to different meth-
ods. This study was also limited to a prompt-
category-based scoring framework and while pre-
liminary experiments were conducted, we did not
compare with specific prompt-based models or
cross-prompt-category models for a more straight-
forward and comprehensible comparison. Due to
the scarcity of resources, our comparison also relies
on a specific dataset, which does not encompass
the full diversity of responses or topics encountered
in a real-world educational setting. Furthermore,
since we utilize an Arabic dataset, we adapted
a BERT model pre-trained on Arabic data but
have not presented a comparison with a language-
agnostic model. Finally, while we briefly touched
upon the potential of reference-based approaches
in offering explainability, we have not delved into
the topic of interpretability of the provided mod-
els. Understanding why a model assigns a specific
score to an answer is essential for educational ap-
plications, as it can provide valuable feedback to
students, however, it is beyond the scope of this
paper and is left for future work.
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