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Abstract

Large Language Models (LLMs) such as Chat-
GPT and Bard AI have gained much atten-
tion due to their outstanding performance on a
range of NLP tasks. These models have demon-
strated remarkable proficiency across various
languages without the necessity for full super-
vision. Nevertheless, their performance in low-
resource languages and dialects, like Arabic
dialects in comparison to English, remains to
be investigated. In this paper, we conduct a
comprehensive evaluation of three LLMs for
Dialectal Arabic Sentiment Analysis: namely,
ChatGPT based on GPT-3.5 and GPT-4, and
Bard AI. We use a Saudi dialect Twitter dataset
to assess their capability in sentiment text clas-
sification and generation. For classification, we
compare the performance of fully fine-tuned
Arabic BERT-based models with the LLMs
in few-shot settings. For data generation, we
evaluate the quality of the generated new senti-
ment samples using human and automatic eval-
uation methods. The experiments reveal that
GPT-4 outperforms GPT-3.5 and Bard AI in
sentiment analysis classification, rivaling the
top-performing fully supervised BERT-based
language model. However, in terms of data
generation, compared to manually annotated
authentic data, these generative models often
fall short in producing high-quality Dialectal
Arabic text suitable for sentiment analysis.

1 Introduction

Sentiment analysis is the task of determining the
emotional tone of a piece of text, such as whether
it is positive, negative, or neutral. It is a chal-
lenging task for many languages, including Ara-
bic, due to the complex morphology and syn-
tax of the language. Various approaches have
been used to tackle this challenge, including rule-
based and dictionary-based methods (ElSahar and
El-Beltagy, 2014; Al-Twairesh et al., 2016; Al-
Thubaity et al., 2018b), classical machine learning
algorithms (Abdul-Mageed et al., 2014; Duwairi

and Qarqaz, 2014; Abdulla et al., 2013; Mourad
and Darwish, 2013; Abdul-Mageed et al., 2011),
deep learning (Alayba et al., 2018), and pre-trained
language models such as BERT (Devlin et al.,
2018).

However, sentiment analysis faces a critical chal-
lenge, particularly in the context of social media,
which is data drift and concept drift (Zhao et al.,
2022). This challenge necessitates continuous mon-
itoring of sentiment analysis models and updating
rule-based systems and dictionaries, if utilized, as
well as retraining machine learning models with
new data.

Recent advancements in NLP, particularly the
emergence of large language models (LLM) such
as GPT-4 (OpenAI, 2023) and PaLM 2 (Anil et al.,
2023), and their utilization in ChatGPT and Bard
AI, respectively, show potential in countering the
issues of data and concept drift in sentiment analy-
sis. These LLMs are trained on large and diverse
datasets and fine-tuned or prompted for various
tasks, including sentiment analysis (Wang et al.,
2023; Qin et al., 2023; Kocoń et al., 2023; Amin
et al., 2023), and have proven their capabilities for
this task in English.

Although few research efforts have been made
to test the ability of LLMs for Arabic sentiment
analysis, focusing on single language models like
AraT5 (Elmadany et al., 2022) or multiple models,
including ChatGPT and others (Khondaker et al.,
2023), to the best of our knowledge, no study has
been conducted to evaluate both of Bard AI and
ChatGPT LLMs for Arabic Sentiment Analysis. In
particular, this is the first attempt to evaluate Bard
AI on Arabic Sentiment Analysis.

This paper aims to evaluate three generative
large language models, namely Generative Pre-
trained Transformers GPT-3.5 and GPT-4 through
ChatGPT by OpenAI, and the Pathways Language
Model (PaLM) through Bard by Google on a senti-
ment analysis dataset comprising in the Saudi di-
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alect, the Saudi Dialect Twitter Corpus (SDTC) (Al-
Thubaity et al., 2018a), comprising 5,400 tweets
classified into five classes: positive, negative, neu-
tral, spam, and “I do not know” class, to reveal
the capabilities of LLMs in tackling the Arabic
sentiment analysis challenge.

The contribution of this paper is twofold. First,
it includes the evaluation of Google Bard AI for the
first time in this type of analysis. Second, it eval-
uates these models for Arabic sentiment analysis
from different and novel perspectives, as illustrated
in the experiment’s design (section 3). Mainly, we
address the following Research Questions (RQs):

• RQ1: How is the performance of generative
models when compared with fully supervised
models in a relatively challenging and sub-
jective task for Arabic NLP, namely, Arabic
Sentiment Analysis? We investigate when
there are few or no available training examples
for generative models and compare the per-
formance with fully fine-tuned BERT-based
models.

• RQ2: What is the difference in the perfor-
mance of widely used generative models on
the Arabic Sentiment Analysis? In particular,
we use ChatGPT (both GPT 3.5 and GPT-4)
and Bard AI (PaLM 2), which, to the best of
our knowledge, is the first paper to evaluate
Bard AI on Arabic Sentiment Analysis.

• RQ3: How good are these models for gener-
ating new sentiment data examples in Arabic
dialects? We investigate this in two ways: 1)
manual evaluation of the generated examples.
2) using these examples as training samples
for BERT-based models and comparing the
performance with manually annotated data.

The structure of the rest of the paper is as follows:
Section 2 presents previous work on sentiment

analysis and using generative models for natural un-
derstanding tasks. Section 3 shows the experiment
design and the dataset used to evaluate various mod-
els. Then, in section 4, we present the results of
four comprehensive experiments and analysis. We
conclude the paper in section 5.

2 Related Work

2.1 Arabic Sentiment Analysis Corpora
Over the past ten years, Sentiment Analysis re-
search, especially in the Arabic language, has

gained significant interest because of the accessible
sentiment data primarily from social media plat-
forms like Twitter. The growth of social media has
enabled Arabic speakers to write in their dialects,
which was previously limited to the spoken form
due to the language’s diglossic nature. This has
resulted in an abundance of dialectal textual data
without the formality of standards, unlike Modern
Standard Arabic (MSA) (Darwish et al., 2021). Nu-
merous datasets have emerged for Arabic sentiment
analysis across different genres, mainly tweets,
with a majority in Arabic dialects, including Egyp-
tian (Nabil et al., 2015; Refaee and Rieser, 2014),
Levantine (Baly et al., 2018), Maghrebi (Mdhaffar
et al., 2017; Zarra et al., 2017), and Saudi Dialect
(Al-Thubaity et al., 2018a; Al-Twairesh et al., 2017;
Assiri et al., 2016), among others. Other datasets
cover multiple Arabic dialects in addition to Mod-
ern Standard Arabic (MSA) (Elmadany et al., 2018;
Al-Obaidi and Samawi, 2016; Abdul-Mageed et al.,
2014).

2.2 Arabic Sentiment Analysis Methods

Historically, much like other languages, Arabic
Sentiment Analysis relied on rule-based methods,
focusing primarily on crafting sentiment lexicons
(ElSahar and El-Beltagy, 2014; Al-Twairesh et al.,
2016; Al-Thubaity et al., 2018b). In more recent
years, there has been a growing interest in using ma-
chine learning methods for Arabic Sentiment Anal-
ysis. These methods can learn the patterns of senti-
ment from a large corpus of text, and they are not
as susceptible to the limitations of lexicon-based
methods. Notable machine learning techniques em-
ployed include Naïve Bayes (NB), Support Vector
Machines (SVMs), and K-Nearest Neighbor (k-
NN) classifiers, leveraging morphological and syn-
tactic features (Abdul-Mageed et al., 2014; Duwairi
and Qarqaz, 2014; Abdulla et al., 2013; Mourad
and Darwish, 2013; Abdul-Mageed et al., 2011).

The rapid evolution of natural language process-
ing (NLP) has been marked by the introduction and
success of transformer-based models, particularly
BERT (Devlin et al., 2018) in 2018. Following that,
other transformer-based models for natural lan-
guage understanding (NLU) have been proposed,
such as RoBERTa (Liu et al., 2019), XLNet (Yang
et al., 2019), and ALBERT (Lan et al., 2020). Many
of these models were pre-trained on mono-lingual
datasets, mainly in English. Also, multilingual
models were released, such as mBERT (Devlin
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et al., 2018), or language-specific models (other
than English). Remarkably, there have been pro-
posed Arabic-specific pre-trained language mod-
els, for example, ArBERT (Abdul-Mageed et al.,
2021), MarBERT (Abdul-Mageed et al., 2021),
AraBERT (Antoun et al., 2020), and CAMEL-
BERT (Inoue et al., 2021). BERT and BERT-like
models achieved state-of-the-art performance on
many NLP tasks, including sentiment analysis in
many languages Sun et al. (2019).

2.3 Generative Models for Arabic NLP
While BERT and BERT-like models are discrimi-
native models for NLU tasks, the NLP community
also witnessed a surge in the development and ap-
plication of generative models designed to produce
new text samples. Examples of generative mod-
els include, the GPT (Radford et al., 2018, 2019;
Brown et al., 2020), T5 (Raffel et al., 2020), and
BLOOM (Scao et al., 2022). Similar to BERT-
like models, there have been proposed multilin-
gual and language-specific generative models and,
more specifically for Arabic, such as AraT5 (El-
madany et al., 2022), and AraGPT-2 (Antoun et al.,
2021). Generative models have shown promise
in tasks like text completion, translation, summa-
rization, and even sentiment analysis, where they
can be used to generate sentiment-consistent text
expansions, modifications, or new text examples.
In particular, Elmadany et al. (2022) shows that
the AraT5 model outperforms state-of-the-art mod-
els on several Arabic language generation tasks.
AraT5 is pre-trained on a large Arabic text and
code dataset and fine-tuned on diverse Arabic lan-
guage generation tasks, including machine transla-
tion, summarization, question answering, and para-
phrasing.

2.4 Evaluating Generative LLMs
The introduction of generative Large Language
Models (LLMs) like ChatGPT and Bard AI marked
a significant milestone in the journey of generative
models. These models, built on more advanced ver-
sions of the transformer architecture, such as GPT-
3, GPT-4, and PaLM, demonstrated human-like
text generation capabilities in multiple languages,
including Arabic. Following this trend, there has
been a growing interest in evaluating the capabil-
ities of generative models, mainly ChatGPT and
Google Bard AI, for various NLP tasks, such as
sentiment analysis (Wang et al., 2023; Qin et al.,
2023; Kocoń et al., 2023; Amin et al., 2023), sum-

marization (Qin et al., 2023; Alyafeai et al., 2023;
Khondaker et al., 2023), and POS tagging (Alyafeai
et al., 2023; Abdelali et al., 2023). Initial method-
ological efforts to evaluate these models focus on
their performance in high-resource languages such
as English (Qin et al., 2023; Bubeck et al., 2023).
Other studies have evaluated LLMs for their per-
formance on other low-resource languages (Ahuja
et al., 2023; Bang et al., 2023; Lai et al., 2023). The
findings from these studies indicate that the trend-
ing ChatGPT is a capable language model, but it
does not surpass the current state-of-the-art (SOTA)
solutions in most NLP tasks. However, when it
comes to sentiment analysis, which is the main fo-
cus of our research, one study (Amin et al., 2023)
contradicted the majority and found that ChatGPT
outperformed the leading solution, suggesting that
this is a promising area for further research. Fur-
thermore, most studies on sentiment analysis using
ChatGPT have been conducted on English datasets,
and a few research in the Arabic language. There-
fore, our research aims to bridge the gap in sen-
timent analysis research for the Arabic language
and demonstrate the potential of ChatGPT in under-
standing and analyzing sentiment in this context.

For Arabic, Khondaker et al. (2023) present a
comprehensive evaluation of ChatGPT’s perfor-
mance on 32 Arabic NLP tasks, including senti-
ment analysis. The results suggest that, although
ChatGPT performs satisfactorily on most Ara-
bic NLP tasks, it is consistently surpassed by
the smaller Arabic-focused, fully supervised, fine-
tuned model, AraT5. Alyafeai et al. (2023) investi-
gate the performance of the two ChatGPT models,
GPT-3.5 and GPT-4, on seven Arabic NLP tasks
and compare their performance against SoTA mod-
els. On the sentiment analysis task, the results show
that GPT-4 outperforms GPT-3.5. However, both
models are outperformed by the SoTA model, i.e.,
MARBERT (Abdul-Mageed et al., 2021). They
show that GPT-4 was more robust to different
prompts, and its performance improved with the
increase in the number of few-shot examples, un-
like GPT-3.5. Another study (Abdelali et al., 2023)
demonstrated that the SoTA model (with 0.760 F-
1 score) outperformed ChatGPT (with 0.550 F1
score) on an Arabic sentiment analysis dataset.
However, the ChatGPT model was only evaluated
in a zero-shot learning setting, meaning that it was
not given any example of the sentiment analysis
task. We notice that the only study that includes
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Bard AI for Arabic NLP tasks is (Kadaoui et al.,
2023), which conducted a comprehensive assess-
ment of Bard AI and ChatGPT, covering both GPT-
3.5 and GPT-4 in the domain of machine translation
across ten varieties of Arabic.

In contrast to the studies mentioned above, we
also include Google’s Bard AI in our evaluation
for Arabic Sentiment Analysis. This is significant
because, to the best of our knowledge, although
there are some studies that use ChatGPT for Arabic
Sentiment Analysis, no other comparable research
has been conducted to evaluate both Bard AI and
ChatGPT on Arabic Sentiment Analysis.

3 Experiments Design and Data

The primary objective of these experiments is to
assess the capabilities of generative models for Ara-
bic sentiment analysis and the potential of data aug-
mentation and generation for this task. We evaluate
three models:

• Generative Pre-trained Transformers GPT-3.5,

• and GPT-4, both accessed via ChatGPT by
OpenAI.

• PaLM 2 facilitated by Bard AI by Google.
Throughout the paper, the terms “Bard” and
“PaLM” will be used interchangeably.

For GPT-3.5 and GPT-4 we utilize the ChatGPT
API to send prompts and receive responses. For
PaLM 2, prompts are manually sent to Bard AI
via its web interface, from which we extract the
relevant responses. Also, we utilize these models to
generate new samples and systematically evaluate
the generated examples.

We have four main experiments:

• Exp.1: As a baseline, we train various Ara-
bic BERT-based language models using an
existing dataset and assess their performance
on the dataset. We utilize models pre-trained
on various Arabic corpora, specifically those
trained on Twitter or Arabic dialectal data.
The model that shows the best performance
will serve as our baseline model.

• Exp.2: We evaluate the performance of the
generative models (i.e., GPT-3.5, GPT-4, and
PaLM 2) by instructing them to classify the
test data into positive, negative, or neutral cat-
egories. We conduct the evaluation using k
shots. We will assess the performance of each

model against the test data and compare it
to the best model identified in Exp. 1. This
experiment aims to address RQ1 and RQ2.

• Exp.3: We prompt the generative models with
a given sentiment (positive, negative, and neu-
tral), instructing them to generate m tweets.
Samples of the generated tweets will be man-
ually evaluated for their naturalness using var-
ious criteria. This experiment aims to address
RQ3.

• Exp.4: The data generated in Exp.3 will be
utilized in two different ways. Firstly, it will
be used to augment the original training data,
which will then be fine-tuned with the BERT-
based models used in Exp 1. Secondly, the
synthesized data will be used to fine-tune the
BERT-based models used in Exp 1. For both
approaches, the performance will be evaluated
against the test data. This experiment aims to
address RQ3.

For the abovementioned experiments, we use
the Saudi Dialect Twitter Corpus (SDTC) (Al-
Thubaity et al., 2018a). SDTC comprises 5,400
tweets distributed across five classes: positive, neg-
ative, neutral, spam, information, and difficult to
classify. In our experiments, we focused on the first
three classes: positive, negative, and neutral tweets,
amounting to 558, 1,632, and 500, respectively.
The total number of tweets in our experiments is
2,690.

We randomly split the SDTC dataset into
75% for training SDTCtrain and 25% for testing
SDTCtest, obeying the class distribution. Also, we
selected 30 tweets from each class (90 tweets over-
all) from SDTCtrain to evaluate the output of each
proposed prompt. We use SDTCdev to refer to these
90 tweets.

SDTCtrain is used to fine-tune the language mod-
els in Exp 1 and Exp 4. The SDTCtest set is used
for evaluating the fine-tuned language models (Exp
1 and Exp 4) and for the predictions of the gen-
erative models in Exp 2. Experiment 3 involves
human judgment, and the outputs of the genera-
tive models will be used to fine-tune the language
models in Exp 4. We use SDTCdev for evaluating
the output of different prompts in Exp 2 and Exp
3. We make SDTCdev balanced in classes because
of its relatively small size, due to budget and time
constraints, as we couldn’t evaluate all prompts
and different numbers of shots on a larger scale.
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However, we evaluate the best settings in terms of
prompts and number of shots on the whole test set
SDTCtest. These prompts were inspired or adapted
from previously published research (Alyafeai et al.,
2023; Khondaker et al., 2023).

4 Experiments and Results

In this section, we show and discuss the results
of the experiments described in section 3. To as-
sess the performance of the models, we employed
the accuracy (Acc) metric, along with the micro-
averages of precision (P), recall (R), and F-1 score
(F) values. When evaluating the models’ perfor-
mance, we focus on the F1 measure as the primary
metric of comparison.

4.1 Experiment 1: Fine-tuning BERT Models
(baseline)

We fine-tuned five Arabic BERT-based models us-
ing the training data, SDTCtrain, and evaluated their
performance on the test data, SDTCtest. Namely,
we fine-tune:

• bert-large-arabertv02-twitter and bert-base-
arabertv02-twitter (Antoun et al., 2020).

• MARBERTv2 (Abdul-Mageed et al., 2021).

• bert-base-arabic-camelbert-da (Inoue et al.,
2021).

• and bert-base-qarib (Abdelali et al., 2021).

Model Acc P R F-1
arabert-base 79 79 79 79
arabert-large 78 77 78 77
qarib 78 77 77 77
MARBERT 77 76 77 76
camelbert 72 72 72 72

Table 1: Performance measures for the five fine-tuned
language models. We show the micro-averaged score
for each metric.

These models were fully or partially pre-trained on
Twitter or Arabic dialect data. Numerous experi-
ments were conducted across all models, involving
varying hyperparameter values. Appendix B shows
the details of hyperparameters and experimental
setups. Table 1 shows the results of fine-tuning the
five models.

The results demonstrate that models solely pre-
trained on the same data as the fine-tuning data

exhibit the best performance, in our case, Twitter
data. Notably, the performance of the bert-base-
arabertv02-twitter model outperforms the larger
bert-large-arabertv02-twitter model, contrary to the
typical expectation.

For further analysis, see Appendix C, where
we show that the best BERT-based, i.e., bert-base-
arabertv02-twitter, has the highest confusion when
differentiating between positive and neutral classes.

4.2 Experiment 2: Sentiment Analysis with
Generative Models

In this set of experiments, we evaluate ChatGPT
(GPT 3.5 and GPT 4) and Bard AI on SDTCtest.
Unlike the setup of hyperparameters for pre-trained
language models, which are known and controlled,
determining the optimal prompt design for gen-
erative models involves trial and error processes.
We conducted experiments with seven prompt de-
signs in Arabic and English to classify tweets in
SDTCtest. We evaluate each prompt design on
SDTCdev and then select the prompt with the high-
est accuracy using k shots where k = {0, 1, 3, 5}.
Each shot is a triplet of a positive, negative, and
neutral tweet.

The optimal prompt for Bard AI achieved an
accuracy of 0.7 for k = 5 (15 tweets overall). It is
as follows:

Given the examples:

positive train tweet ; Sentiment: 1 (positive)
neutral train tweet ; Sentiment: 0 (neutral)
negative train tweet ; Sentiment: -1 (negative)

positive train tweet ; Sentiment: 1 (positive)
neutral train tweet ; Sentiment: 0 (neutral)
negative train tweet ; Sentiment: -1 (negative)

...

You are a helpful assistant that can predict
whether a given tweet in Arabic is Positive, Neg-
ative, or Neutral. Do not show any warning, ex-
planation or disclaimer. Please provide your re-
sponse for testing tweet in tabular format show-
ing the tweet and the classification.

Testing tweet: Test tweet
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For GPT-3.5 and GPT-4, the optimal prompt
achieved accuracy scores of 0.81 and 0.91,
respectively, for k = 0. It is as follows:

What is the sentiment of the following tweets?
Answer with positive, negative, or neutral.

Test tweet

After selecting the best prompt, we evaluate
each of the three generative models on SDTCtest,
asking them to classify each example as positive,
negative, or neutral. If a model declines to classify
a tweet due to its unacceptable content for any
reason, we set the prediction to be negative. We
compare the outcomes of the three generative
models with the test data labels and compute the
four performance measures. Table 2 shows the
performance measures for the three generative
models.

Model Acc P R F-1
GPT-4 75 82 75 77
Bard AI 79 78 79 76
GPT-3.5 70 72 70 70
Best BERT 79 79 79 79

Table 2: The performance measures for the three gener-
ative models on SDTCtest. We show the micro-averaged
score for each metric.

Based on the F-1 score as a reference perfor-
mance measure, the results show that GPT-4 and
Bard AI achieve comparable performance in few-
shot settings with the fully supervised BERT-based
models. In particular, GPT-4 has a very close per-
formance to the second-best BERT model (i.e.,
bert-large-arabertv02-twitter) with an F-1 score
of 0.77, and it outperforms the other fine-tuned
models. Bard AI comes in second with a score
of 0.76, which performs relatively well for senti-
ment analysis classification compared to fully su-
pervised models. Notably, it outperforms one of
the BERT-based models and achieves comparable
results to the fine-tuned MARBERTv2 model with
an F1 score of 0.76. However, GPT-3.5 has low
performance, falling behind BERT-based models.
The significant difference between the models’ per-
formance on the development set SDTCdev and the
test SDTCtest can be attributed to the different class
distributions. In particular, Bard AI performs very
low in the neutral class, which represents the third

of tweets in SDTCdev.

Class Best BERT model GPT-4
Negative 89 84
Positive 75 79
Neutral 54 58

Table 3: F-1 scores for each sentiment class for fine-
tuned bert-base-arabertv02-twitter and GPT-4 models.

While GPT-4, in a zero-shot setting, has compa-
rable results to the fine-tuned BERT model, their
performance for each class varies considerably. Ta-
ble 3 shows the F1 score for each sentiment class
for both models. The results show that both models
(BERT and GPT-4) performed best for the classi-
fication of negative tweets, followed by positive
tweets, and the most difficult classification task
was for neutral tweets. The best fine-tuned BERT
model (i.e., bert-base-arabertv02-twitter) outper-
formed GPT-4 for the classification of negative
tweets. However, the latter considerably outper-
formed the former for the classification of positive
and neutral tweets, with a 4-point increase in F1
score for both positive and neutral tweets. Again, as
for fine-tuned BERT models, the greatest challenge
that generative models may face is differentiating
between positive and neutral tweets.

4.3 Experiment 3: Data Generation by
Generative Models

We instructed each generative model in a zero-shot
setting to generate positive, negative, and neutral
tweets. We conducted experiments using 11 differ-
ent prompt designs in both Arabic and English, and
then we selected the best prompt based on the eval-
uation of the resulting output using three criteria:

• The naturalness of the tweets.

• Tweets are in the Saudi dialect.

• Avoidance of overly brief tweets.

We generate multiple outputs for the same prompt
and evaluate it on a small scale (a few runs for
each prompt), and then we select the best prompt
according to the criteria mentioned above. For all
generative models, the best prompt was as follows:
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Your role is a data engineer who wants to create
synthesized examples of tweets for Arabic sen-
timent analysis. Generate examples of tweets
with sentiment classes [“positive”, “negative”,
“neutral”]. Generate 10 examples in {sentiment}
in the Saudi Dialect; such that each tweet is in a
single row in tabular format. You must generate
long tweets.

Using the best prompt above, we instructed
each generative model (i.e., GPT-3.5, GPT-4, and
Bard AI) to generate tweets for each class (i.e.,
[“positive”, “negative”, “neutral”]), matching
their respective distribution in the training dataset
SDTCtrain, i.e., 391, 1,243, and 351 for positive,
negative, and neutral tweets, respectively. See
Appendix D for examples of the generated tweets.

To assess the quality of the generated tweets and
their associated sentiments produced by the gener-
ative models, we randomly select 50 tweets from
each class for every generative model (a total of
150 tweets per model). Subsequently, two anno-
tators were involved in addressing the following
binary inquiries (Yes/No) for each generated tweet:

• Q1 (Making sense): Is the generated tweet
linguistically correct and understandable?

• Q2: (Appropriateness for Twitter): Do you
expect to see such text on Twitter?

• Q3: (Matching label): Does the generated
tweet match the instructed sentiment?

Model Class Q1 Q2 Q3 Q1+Q2+Q3

Bard AI

Pos 94 34 98 32
Neg 100 80 94 76
Neu 90 72 50 30

ALL 95 62 81 46

GPT-3.5

Pos 98 78 98 76
Neg 56 40 94 34
Neu 74 54 28 20

ALL 76 57 74 44

GPT-4

Pos 86 58 100 52
Neg 84 46 100 40
Neu 72 56 52 28

ALL 81 53 84 40

Table 4: Percentage of affirmative responses for each
question and class across the three generative models.
Pos: Positive, Neu: Neutral, Neg: Negative, ALL: all
classes.

A generated tweet is considered valid for each
question if both annotators concur with a “Yes”

response; otherwise, the tweet is regarded as invalid
for that specific question.

Table 4 demonstrates the percentage of affirma-
tive responses for each question and class across
the three generative models. Table 8 in Appendix D
showcases examples where the two annotators an-
swered each question with “No”.

ALL: The data suggests that Bard AI slightly
outperforms GPT-3.5 and GPT-4 when considering
all evaluation questions together (46%) or individu-
ally, achieving percentages of 95%, 62%, and 81%
for Q1, Q2, and Q3, respectively. All models per-
form well regarding linguistic correctness (Q1) and
matching the instructed sentiment (Q3) for Positive
and Negative tweets. However, there are challenges
with generating tweets that exhibit appropriateness
for Twitter (Q2).

Q1: For linguistic correctness and understand-
ability (Q1), Bard AI consistently achieves high
percentages across all classes, followed by GPT-4,
which performs lower in Neutral tweets. GPT-3.5
has the lowest performance for Negative tweets.
This may be attributed to the stricter constraints
that prevent it from generating negative content
more than Bard AI. In particular, ChatGPT (based
on GPT-3.5 and GPT-4) tends to generate nonsense
text in dialectal Arabic more than Bard AI.

Q2: Regarding generating tweets that exhibit ap-
propriateness for Twitter (Q2), Bard AI achieved
the highest score, specifically for Negative tweets,
followed by GPT-3.5 and GPT-4, respectively.
However, the latter models demonstrate low scores
for Negative tweets.

Q3: Regarding matching the instructed sentiment
(Q3), GPT-4 outperforms both Bard AI and GPT-
3.5, with a score of 84%, achieving a perfect score
of 100% for Positive and Negative tweets. How-
ever, its performance in generating Neutral tweets
is relatively low (52%). The performance on Q3 for
Neutral tweets is also low for the other two models.

Analysis of the generated neutral tweets: To
analyze the confusion of neutral tweets with other
classes discussed in Exp.1, we compare the neutral
tweets generated by the generative models with the
labels given by annotators and found that for Bard
AI, 96% of the tweets were classified by annota-
tors as positive. For GPT-3.5, 32% were classified
as negative and 68% as positive; for GPT-4, 13%
were classified as negative and 87% as positive. It
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seems that the generative models find it difficult
to clearly distinguish neutral content from other
types of content, particularly positive content. This
is also demonstrated in Exp.1 when we fine-tuned
BERT models, where BERT-based models struggle
the most with neutral tweets and misclassify them
as positive or negative tweets.

4.4 Experiment 4: Fine-tuning Best BERT
Model on Generated Data

Data Acc P R F
SDTC 79 79 79 79
Bard AI 69 70 69 67
GPT-3.5 60 64 60 54
GPT-4 68 74 68 66
Bard AI+SDTC 79 79 79 78
GPT-3.5+SDTC 77 77 77 76
GPT-4+SDTC 79 79 79 79
All Data 76 77 76 76

Table 5: Performance measures for the using of differ-
ent data sets on fine-tuning bert-base-arabertv02-twitter
model. All Data: Brad AI + GPT-3.5 + GPT-4 + SDTC.
For SDTC, we use only the train set, SDTCtrain

We conducted seven experiments using the
best-performing BERT model, namely bert-base-
arabertv02-twitter, with the same hyperparameters
using both the generated data and SDTCtrain for
these experiments. Table 5 shows the performance
of fine-tuning bert-base-arabertv02-twitter using
the new data. Similar to the previous experiments,
our primary focus was on the F1 measure as the
key metric for comparison.

The data suggests that, for each generated
dataset, the model fine-tuned on Bard AI data
demonstrated the best performance on the testing
data with an F1 score of 0.67. It was closely fol-
lowed by the model fine-tuned on data generated
by GPT-4, achieving an F1 score of 0.66. The per-
formance data shows a positive correlation with the
human evaluation of the generated data in Experi-
ment 3. The relatively lower performance of these
models can be attributed to both the fact that the
testing data were sampled from a different popu-
lation and the quality of the classification of the
generated data by the generative models.

Combining the original training data with the
generated data from each model did not improve
the performance of the fine-tuned model. In fact, it
might have even led to a decrease in the model’s

performance. Moreover, combining all the gen-
erated data with the original data has a negative
impact on performance. This decrease in perfor-
mance can also be attributed to the same reasons
mentioned earlier.

The performance could be improved by using
one or more shots of training data to generate new
samples using generative models, ensuring higher
similarity between the generated data and the origi-
nal data distribution. Due to time and budget con-
straints, we could not do so.

5 Conclusion

In this paper, we presented various experiments
using three generative models for Arabic Sentiment
Analysis in the Saudi dialect: GPT 3.5, GPT-4, and
Bard AI (PaLM 2). We compare their performance
with fully supervised BERT-based models. We also
evaluate the quality of generated examples by these
LLMs using manual and automatic methods.

The experiments show that the generative large
language models, with little or no training data in
few-shot settings, perform relatively well on Arabic
Sentiment Analysis compared to fully fine-tuned
models. For sentiment analysis text classification,
the experiments show that GPT-4 outperforms most
of the BERT-based model and is on a par with the
second-best BERT-based model. Bard AI comes
next with a performance comparable to fully fine-
tuned models, while GPT3.5 significantly under-
performs the two models and is lower than the
BERT-based models. For sentiment generation, all
models struggle to generate high-quality text for
sentiment analysis in the Saudi Dialect, especially
for neutral text. Interestingly, ChatGPT (both GPT-
3.5 and GPT-4) tends to generate nonsense text in
the Saudi dialect more than Bard AI. Also, imple-
menting safeguards to prevent the generation of
harmful or toxic content is crucial for responsible
and safe utilization. However, these restrictions
can sometimes act as barriers when generating rep-
resentative text that has a negative sentiment, espe-
cially in applications that require a comprehensive
representation of human emotions and viewpoints.

Future research should consider comparing the
generative models performance among different
Arabic dialects and datasets. Also, another direc-
tion for future work is analyzing the performance
of generative models pre-trained on dialectal Ara-
bic text (such as AraT5) and fully fine-tuned on
generating tweets.
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Limitations

Due to constraints in time and resources, we need
to highlight the following limitations:

• In Experiment 2, which involves sentiment
analysis classification, we evaluated the pro-
posed prompts on a limited number of tweets.
Particularly, SDTCdev consists of 30 tweets
from each class sampled from the training set.
Employing more samples for evaluation could
lead to identifying better prompts.

• In Experiment 3, focused on data generation,
we only conducted experiments in zero-shot
settings due to budget and time restrictions.
Conducting experiments with a broader num-
ber of shots might unveil more robustly gener-
ated data. Additionally, the generated tweets
were evaluated on a small data sample, uti-
lizing a straightforward binary classification
approach across three aspects of the tweets.
A more comprehensive evaluation involving
larger samples of generated tweets and en-
compassing a broader array of aspects would
provide a more solid assessment.

• In Experiment 4, we solely assessed the per-
formance of the generated data using the best-
performing BERT model, namely bert-base-
arabertv02-twitter. Undertaking further ex-
perimentation with other BERT-based models
would yield valuable insights into the perfor-
mance of these models.

Also, in utilizing large language models (LLMs)
like ChatGPT and BARD AI for classifying pub-
lic datasets, it is important to acknowledge poten-
tial limitations tied to data leakage. Given that
these models have been trained on vast amounts
of data, there is a chance they might have been
exposed to, or “seen”, some parts of these pub-
lic datasets, including SDTC, as “pre-training data
exposure”. Nevertheless, the influence of this ex-
posure might be minor for a few reasons. First,
any specific dataset would only be a drop in the
ocean, being among billions of tokens on which the
models were trained. Second, many public datasets
don’t have a raw text structure, reducing direct fa-
miliarity, which is the case with SDTC. Lastly, we
have shown in our experiments that both ChatGPT
and Bard AI don’t have perfect results on SDTC,
further suggesting that any prior exposure may not
significantly skew outcomes.

Ethics Statement

The results obtained in this study must be consid-
ered within the framework of the intended usage
of the generative models and the criteria applied
for their evaluation. The disparities in performance
observed among the models could potentially stem
from variances in training data, model architecture,
or prompt design. Further analysis and exploration
will contribute to identifying the underlying causes
of these discrepancies. Additionally, our study does
not address biases within the models or their ap-
proach to handling Arabic content, whether gener-
ated directly by the models or translated from other
languages. The findings of this study cannot be
universally extrapolated to other tasks or various
Arabic dialects without undergoing comprehensive
investigations.
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A SDTC Statistics

Table 6 illustrates the statistics of SDTC used in
our experiments, including three examples from
each class (positive, negative, neutral).

B Experimental Setup for Exp.1

For experiment 1 in subsection 4.1, the implementa-
tion of all the BERT-based models was carried out

using Python 3.9. Fine-tuning experiments were
conducted using Tesla GPUs. The following exper-
imental setup was standardized for all the models:

• We utilized the transformers v4.21.1, AutoTo-
kenizer, and Bert For Sequence Classification
libraries from Huggingface.

• Optimization was performed using AdamW
with a learning rate of 1e-5.

• The number of epochs was set to 15.

• The value for max_grad_norm was set to 1.0.

• The maximum sentence length was con-
strained to 70 tokens.

• A batch size of 128 was employed.

C Analysis of BERT-based model
predictions

Figure 1: Confusion matrix for the best BERT-based
model in Exp.1, bert-base-arabertv02-twitter.

Figure 1 illustrates the confusion matrix for
the best-performing model, bert-base-arabertv02-
twitter discussed in Exp.1 (subsection 4.1). Overall,
the model demonstrates strong performance, show-
casing high accuracy in predicting the Negative
class (95%) while achieving lower accuracy in pre-
dicting the Positive class (68%) and the Neutral
class (52%).

The data indicates that the model encounters the
greatest challenges when differentiating between
Positive and Neutral instances, as well as when
distinguishing between Neutral and Negative in-
stances. This is evident from a relatively high num-
ber of misclassifications within these categories.
These errors can likely be attributed to the restricted
size of the training data available for these classes,
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Class % Examples

Positive 21.3

 AV¤¯�¤ �§d�� �� ¢l�� z��  AmlF Ankl�A§  A�� ¢l��¤ ©� •

�l��¤ Y�� Ah� �sm� �� T�°� ­A�� �wV T·yh�� •

ry��A� �¤rK�� •

Negative 60.1

¨�� Ah�A� ¨�� �h�AJAq�¤ �h`yR�w� Thh�Ams� A�wKl�� •

©rm� T`§A� |A§r�A� �wF� ¨nly��� •

£r§d�d� £rf� �� ¢l�� ¨bs� ¨Fwl� ¨� ¤ C •

Neutral 18.6

©C¤rR r�� ��d�� C AO� �§wn� •

�bqtsm�� �� �d�t§ ��A�rb� xAk`�� w¡ ¨�Aq� ¨�Amt�� © AOt�� ¨nV¤ ��r� •

¢�A`�� Ty�wmK�A� �st� Ty�y��rtF� T§¦C ��¤

Xl� ¨J �A� A� •

Table 6: Statistics and example of tweets from the SDTC dataset (Al-Thubaity et al., 2018a).

as well as the difficulties faced by annotators dur-
ing the process of labeling SDTC. Augmenting the
training dataset with extra examples from both the
Positive and Neutral classes could potentially en-
hance the accuracy of predicting these categories
more precisely.

D Examples of Generated Tweets

Table 7 illustrates one example from each class
generated by each language model for zero-shot
scenarios discussed in Exp.3 in subsection 4.3.

Table 8 showcases examples where the two an-
notators answered each question with “No”.
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Model Examples

Bard AI

¨�®�� TfyZ¤ Yl� �wO��A� �}w� ¯ ­ A`F
Unbelievably happy to have my dream job

|A§r�� �C�wJ ¨� �A� E¯� �� 
yl�
Tired of crowding in the streets of Riyadh

�§C� �¤r� �y��� ,�wy�� ¨l�J 
Ol�
I finished my work today, now I’m going to rest

GPT-3.5

.¨`mt�� T�d�� ryb� r�f� �r`J¤ �wy�� Ty�wW� Ty�A`� ¨� 
�CAJ
I participated in a volunteering event today and felt very proud to serve my community.

!º¨J ¨� T�r� ¯¤ T`t� ¯ ,H¶Ab�� ¨�wy�� �y�¤r�A¡ �� 
b`�
Tired of the miserable daily routine, there is no fun or joy in anything!

.�S�� ¨�w§ �`�§ �AbO�� ¨� ¸��d�� ©AK��
Warm tea in the morning makes my day better.

GPT-4

,|A§r�� �wF ¨� �wst�� �K��
.Ty�A� �¶ASb�� ­ w�¤ ¾�d�  ¤ ¤ ¤ T�Ab��
I love shopping in the Riyadh market;
the sellers are very friendly, and the quality of the goods is high.

.­ A`s�� Y�� �§rV «C� ¯¤ rb}�¤ rb}� �k�¤ r��� ��¯� dq�� �w§ ��
Every day, I lose hope more, but I am patient and patient,
and I do not see a path to happiness.

Tymyl`t�� T·yb�� �ys�t� d�� �m`� T§ w`s�� T�wk���
.T�§d��� �Aynqt�� �§dq�¤ �¡Anm�� �§d�� �®� �� ��Ð¤

The Saudi government is working hard to improve the educational environment
by updating curricula and introducing modern technologies.

Table 7: Examples from each class generated by each language model for zero-shot scenarios. The order of
examples: positive, negative, and neutral.
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Model Questions Example

Bard AI

Q1
.��A`�� ¨� �®�±� @�� �� T§ w`s�� Tsbk�� ���
Eating Saudi Kabsa is one of the most delicious foods in the world.

Q2
.A¾d§d� ¾A�¤rK� �d��  � �Cr�
I decided to start a new project.

Q3

.���w�� M¤ ©C � A� ,�l� ¨� L§A� ¨�� H��
I feel like I’m living in a dream, I don’t know what the reality is.

Bard classified it as negative, while annotators classified it as neutral.

Q1+Q2+Q3
.ry�� Tb`} TFAys��
Politics is very difficult.

GPT-3.5

Q1
.¾�d� T·yF T�r�� .x�r�� ��r§ ­r� ¢m`V ��±� ,T�CA� 
�A� ­rfs��
The trip was a disaster, the food tasted bitter and raised the head.
Very bad experience.

Q2

r�� �ds� w�� �� Af} Ty� ¨n��s�¤ �r� ¨l� 	lq� MAh�� � ��¤r� d�A�
rybk�� xCAfl� T�w� Ty�wn� �y� Asyl�¤ �l� �yl�� �wV C¤d�¤
So-and-so, you are a loser and a loser next to you.
You cannot do anything right in your life.

Q3

A¾d� Tflk� �wm�� �@¡ ¨� �A§rtKm��
Purchases in this mall are very expensive

GPT-3.5 classified it as neutral, while annotators classified it as negative.

Q1+Q2+Q3

 ®b�� ­C�r� T�C ¨� 	bs� �@¡ ©C� ¯� �W���  � ¤db§¤
T§ w`s�� Ty�r`�� Tklmm�� CAW�� ­C�r� Ahy� 
bbs� ��wns�
CA� �� �l� ¢l�� ¤

It seems that this administrative error caused the country’s temperature in the streets for years,
caused by the heat of
the dangers of the Kingdom of Saudi Arabia,
and God reduced the fire of stone

GPT-4

Q1

�dn� A�¤ �d�¤ Hl�� , Ay�±� {`b� T`tm� ¢ly� £d��� ,Tqyq��� ¨�
T��r# .�ym`�� rykft�� ¤ T��r�� �� T�A� ...��A� ��K§ ¨J ©� ¤ ��AK� ©�
In fact, the intensity is a fun night sometimes,
you sit alone and you don’t have any problems or anything to worry about...
a state of rest and deep thought. #comfort

Q2

,L§¤d��  AmylF �yKl� 
wy�w§ w§dy� Yl� ­d§d��� �Aqyl`t�� Ah§d�
.Ty�wy�� Tyn§d�� �¶Asm�� �� ¢y� �d��
She has the new comments on a YouTube video by Sheikh Suleiman Ad-Dawish,
in which he talks about everyday religious issues.

Q3

ºA��� �ym� ¨� QA�J±� �� �}�wt�� Annkm§ ,�wy�� Ay�w�wnk� �Sf�
.Ty�@�� ���wh�� �AJAJ Yl� ­d��¤ Tsm� �Sf� ��A`��
Thanks to today’s technology, we can communicate with people all over the world
thanks to a single touch on our smartphone screens.

GPT-4 classified it as neutral, while annotators classified it as positive.

Q1+Q2+Q3

,d�A`m��¤ CwOq�� ¨� T�w� ¨� 
`tmtF�¤ �wbF±� T§Ah� ¨� |A§r�� �CE
T§ w`s�� ¨� T�Ays�A# .�¶�C¤ �ym�  A� º¨J ��
I visited Riyadh at the end of the week and enjoyed a tour of the palaces and temples,
everything was beautiful and wonderful. #Tourism_in_Saudi Arabia

Table 8: Examples where the two annotators answered each question with “No”.
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