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Abstract

Numerous languages exhibit shared characteris-
tics, especially in morphological features. For
instance, Arabic and Russian both belong to
the fusional language category. The question
arises: Do such common traits influence lan-
guage comprehension across diverse linguis-
tic backgrounds? This study explores the pos-
sibility of transferring comprehension skills
across languages to Arabic in a zero-shot sce-
nario. Specifically, we demonstrate that train-
ing language models on other languages can en-
hance comprehension of Arabic, as evidenced
by our evaluations in three key tasks: natural
language inference, question answering, and
named entity recognition. Our experiments
reveal that certain morphologically rich lan-
guages (MRLs), such as Russian, display simi-
larities to Arabic when assessed in a zero-shot
context, particularly in tasks like question an-
swering and natural language inference. How-
ever, this similarity is less pronounced in tasks
like named entity recognition.

1 Introduction

Language models have been mainly utilized by
training on a large corpus using a monolingual ap-
proach i.e. on a single language like BERT (De-
vlin et al., 2018), GPT (Radford et al., 2018), and
Roberta (Liu et al., 2019). On the other hand, there
were some attempts to train such language mod-
els on multiple languages like multilingual BERT
(mBERT) (Devlin et al., 2018) by combining text
from different languages. A tokenizer such as
WordPiece, is trained on the joined text from dif-
ferent languages to be able to recognize the scripts
from such languages. This makes the vocabulary
size of such models huge. For example, mBERT
has a shared vocabulary size of 110K across the
104 languages that were used for training com-
pared to the 30K vocabulary size that was used
to train the monolingual BERT. With such a huge
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vocabulary and the number of languages, it is not
clear how knowledge or language understanding is
shared across such languages. More importantly,
it is important to investigate how such knowledge
is shared among similar languages, especially in
terms of morphological features. We mainly fo-
cus on languages that exhibit rich morphology like
Arabic. In this study, our primary objective is to
explore the integration of knowledge into Arabic
by fine-tuning mBERT across various tasks, includ-
ing question answering, natural language inference,
and named entity recognition in multiple languages,
followed by a zero-shot evaluation specifically on
Arabic.

This paper is organized as follows. In Section
2, we discuss the related studies to our work. In
Section 3, we focus on discussing the scope of our
work. In Sections 4 and 5, we discuss morphology
in general and how it’s an intrinsic property of Ara-
bic. In Section 6, we investigate mBERT and why
it’s an important model to evaluate such properties
on. In Section 7, we detail the datasets and tasks
used for evaluating our study. Finally, in Section 8,
we detail our experiments and discuss our results.

2 Related Work

Multilinguality focuses on training language mod-
els with shared vocabulary for multiple languages.
Over the past few years, many models have adopted
this strategy like multi-lingual BERT (mBERT) for
104 languages (Devlin et al., 2018), XLM-R for
100 languages (Conneau et al., 2019), and mT5 for
101 languages (Xue et al., 2020). The advantage
of using such models is the simplicity of creating a
shared vocabulary using a uniform linear mapping
between the different multilingual embeddings. In-
terestingly, mBERT demonstrates proficiency in
zero-shot cross-lingual model transfer, as observed
in prior research (Pires et al., 2019). This capability
aids in comprehending a given language in a uni-
versal context. However such models are required
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Figure 1: Different approaches for zero-shot evaluation with variations in tasks and languages. In each figure, we
show the tasks and languages used for fine-tuning and the tasks and languages used for zero-shot evaluation. In this
study, we focus on the approach of fixed tasks and multiple languages.

to be trained on a multilingual objective in order
to generalize more for distant languages with dif-
ferent typography (Lauscher et al., 2020). Not to
mention how to transfer knowledge to low-resource
languages. Lately, there has been growing inter-
est in utilizing more sophisticated architectures to
enhance knowledge optimization in low-resource
scenarios. One of the most interesting approaches
is using adapter modules to avoid catastrophic for-
getting ! when training multilingual models on dif-
ferent languages. (Pfeiffer et al., 2020) focused on
creating a framework for multi-task adapter-based
cross-lingual transfer. (Hu et al., 2020) created a
benchmark of the evaluation of cross-lingual trans-
fer for 40 languages XTREME.

In the literature, there were some limited ef-
forts to apply zero-shot understanding for Arabic.
(Khalifa et al., 2021) used Self-Training of pre-
trained language models for zero- and few-shot
multi-dialectal Arabic sequence labeling by first
fine-tuning on modern standard Arabic (MSA).
Some studies focused on applying these techniques
for Arabic like GigaBERT which can achieve bilin-
gual zero-shot understanding from English to Ara-
bic (Lan et al., 2020). They apply these methods

"Happens when the weights are fine-tuned on new datasets.
The models usually forget the previous knowledge.

for information extraction tasks (IE) like part of
speech tagging (POS), named entity recognition
(NER), relation extraction (RE), and argument role
labeling (ARL) tasks. (Abboud et al., 2022) stud-
ied cross-lingual understanding from English and
French to Arabic. They show strong performance
in a zero-shot setting despite the differences be-
tween the source and target languages in terms
of morphology and grammar. There were many
efforts also to benchmark ChatGPT models in a
zero-shot fashion on multiple tasks for Arabic with-
out fine-tuning (Kadaoui et al., 2023), (Alyafeai
et al., 2023), (Khondaker et al., 2023), and (Abde-
lali et al., 2023). Models like ChatGPT which was
trained on a large mixture of scripts for hundreds of
languages were able to attain strong performance
on multiple tasks in a zero-shot fashion.

3 Zero-shot Evaluation

The default approach of evaluating a language
model on a given task is by training the model
on that dataset and then evaluating on the unseen
split of the dataset. We assume that both training
and test splits belong to the same language/task.
However, we can also argue that we can train the
language model on a given task say T1 then eval-
uate on another task, say, T2. Similarly, we can
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Figure 2: Comparing languages in terms of the frequency of the top 1000 words in the corpus.

train a language model on a given language L1
and evaluate on another language L2 (see Figure
1). However, in order to do that, the language
model has to be able to predict or generate tokens
in that language. Hence, multilingual models have
been utilized to evaluate cross-lingual understand-
ing. Such language models like mBERT (discussed
in Section 6) are trained on a corpus that contains
multiple languages. As a result, we can hypothe-
size that such language models have attained some
kind of relationship across different languages ei-
ther in terms of script or topology. As an example,
Arabic and Persian have the same script and share
many common words. More interestingly, using
zero-shot evaluation we can test whether a given
language is closer to other languages in terms of
more complex features like morphology. For ex-
ample, both Arabic and Russian are rich in terms
of morphology and they are both inflectional lan-
guages. In this paper, we mainly focus on zero-shot
evaluation on the same set of tasks but in different
languages. To summarize, given a language L1 we
train it on a given task T1 and zero-shot evaluate on
L2 on the same task T1. In this paper, L2 is Arabic,
and L1 could be any language.

4 Morphology (Arabic and Beyond)

Tackling morphology is a very important step to-
ward improving language modeling for languages
like Arabic. In the literature, (Antoun et al., 2020)
showed slightly better results by pre-splitting words
using the Farasa segmentation tool (Abdelali et al.,
2016) on multiple tasks. The morphological seg-

mentation results in better performance in text clas-
sification tasks while worse results in question an-
swering and named entity recognition tasks. Sim-
ilarly, (Oudah et al., 2019) showed that we can
get some improvement when we employ different
morphological analyzers on top of neural and statis-
tical models for machine translation. (AlKhamissi
et al., 2020) showed that by utilizing a combination
of character- and word-level representations they
achieved better results on the diacritization task.
(Alkaoud and Syed, 2020) modified the tokeniza-
tion algorithm for multilingual BERT to achieve
better results than monolingual BERT on two dif-
ferent datasets.

Morphology also exists in other languages but
with different levels of complexity depending on
the language as shown in Table 1. (Hofmann et al.,
2020) modified BERT for generating derivationally
more complicated English words using masked lan-
guage modeling objective. The conditioned lan-
guage model on the word can predict the prefixes
and suffixes of that masked word. (Sennrich et al.,
2015) compared Byte-Pair Encoding (BPE) and
unigram language model %> (Kudo, 2018) for the
translation between low-resource morphologically
rich languages (Turkish and Swahili) into English
(Richburg et al., 2020). They showed an improve-
ment in using unigram language models. Similarly,
Bostrom and Durrett showed an improvement in us-
ing unigram language models for tokenization over
BPE for morphologically rich languages (Bostrom
and Durrett, 2020). The generated tokens align bet-

2Uses a language model to predict the morphemes.
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Figure 3: Comparing the number of tokens generated by different tokenizers in different languages. The language
codes represent en:English, es:Spanish, fr:French, ru:Russian, zh:Chinese, and ar: Arabic.

ter with morphology for the unigram language mod-
els compared to BPE. (King et al., 2020) analyzed
sequence-to-sequence models used for translation
on Russian languages for morphological inflections.
They showed that conditioning such models with
word embeddings for lexical semantics can im-
prove the results for translation. Klein and Tsarfaty
tested the morphological attributes of the Word-
Piece algorithm for modern Hebrew and showed
that the linear split of the tokenization algorithms
might be sub-optimal (Klein and Tsarfaty, 2020).
They report that by using more language-dependent
tokenization approaches we can improve language
understanding for morphologically rich languages.
(Gerz et al., 2018) suggest an approach for tackling
morphology in language modeling via a combina-
tion of characters- with word-level predictions for
50 languages.

5 Arabic’s Vocabulary Sparsity

Vocabulary sparsity is the problem of having a very
large vocabulary set with many different inflections.
This presents a challenge for language modeling be-
cause typically, when designing a language model,
we aim to acquire vocabulary embeddings. In this
section, we analyze Arabic morphology through
vocabulary counting of parallel datasets.

To conduct this experiment, we utilized the
parallel dataset sourced from the United Nations
(Rafalovitch et al., 2009). This dataset comprises
United Nations General Assembly Resolutions in
six distinct languages: Arabic, Chinese, English,

Table 1: Complexity of morphology in different lan-
guages (Clark et al., 2021).

Dataset Language
Impoverished Morphology English
Agglutinative Morphology Turkish
Non-concatenative Morphology | Arabic
Reduplication Kiswahili
Compounding German
Consonant Mutation Welsh
Vowel harmony Finnish

French, Russian, and Spanish. In Table 2, we con-
ducted a comparison between the number of tokens
and the vocabulary size across these six languages.
The vocabulary size denotes the count of unique
tokens within the dataset for each language. From
the table, we can discern that languages with rich
morphology, such as Arabic and Russian, rank first
and second, respectively, in terms of the number of
unique tokens, even though they have a relatively
smaller number of tokens compared to Spanish and
French. This phenomenon can be attributed to the
extensive inflections present in morphologically
rich languages (MRLs). One potential approach to
mitigating this issue involves applying morpholog-
ical segmentation techniques, such as using a tool
like FARASA (Abdelali et al., 2016). However, as
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indicated in the last row of the table, this segmen-
tation introduces a trade-off: while it substantially
reduces the vocabulary size, it simultaneously in-
creases the number of tokens. This trade-off poses
challenges during the training of language models,
making it more difficult for the model to compre-
hend longer and more sophisticated sequences.

Table 2: Number of tokens and vocabulary size in other
languages compared to Arabic and segmented Arabic.
In this context, a token is equivalent to a word.

Dataset # of Tokens | Vocab Size
English (en) 2,963,479 70,330
Spanish (es) 3,465,588 79,005
French (fr) 3,328,567 63,907
Russian (ru) 2,628,322 96,292
Chinese (zh) 60,107 51,884
Arabic (ar) 2,601,126 103,339
Arabic Segmented | 7,844,083 15,250

In Figure 2, we compare the most frequent 1000
words in each language in the United Nations cor-
pus. As we can see, even though the number of
tokens is very high for Arabic, the frequency is low.
Note that the Chinese language achieves the low-
est frequency. This is due to the fact that Chinese
doesn’t support white space tokenization which
causes its vocabulary set to be very large, hence low
frequency for repetition. Interestingly, the graph
shows a linear change in the frequency for the lan-
guages starting with Spain with the highest up to
Chinese with the lowest.

In Figure 3 we compare five different tokenizer
approaches applied to the six different languages.
As we can observe MRLs like Russian and Arabic
generate a relatively small number of tokens. More
importantly, the distribution of the frequency of the
number of tokens across the different tokenizers
seems very similar for such languages. The num-
ber of tokens generated across different languages
seems to depend on the language. SentencePiece
with unigram seems to generate the smallest num-
ber of tokens across different languages. However,
there is no distinction between which tokenizer cre-
ates the maximum number of tokens. Note that as
expected, White-space tokenization generates the
lowest number of tokens for all the languages.

6 Multilingual BERT

BERT (Devlin et al., 2018) is a transformer-based
model that was trained on a large corpus using
unsupervised learning. The main architecture of
the model is based on the transformer model from
(Vaswani et al., 2017) which leverages attention
to design an efficient encoder-decoder model that
beats the existing machine translation models at
that time. BERT is trained using a concatenation
of two objectives:

* Masked language modeling: The main task is
to randomly mask 15% of the tokens during
training and the model has to predict these
masked tokens at the end.

* Next sentence prediction: the BERT model
separates sentences by a special operator
[sep]. Then with certain probability can at-
tach unrelated sentences together from the cor-
pus. The objective is then focused on predict-
ing if the second sentence is possible given
the first sentence.

Using the concatenation of such objectives, the
model can learn efficient text representation and
can be fine-tuned on multiple tasks by attaching
some uninitialized weights at the end of the model.

The multilingual version of BERT trains the
model on a multilingual corpus that contains 104
languages. The initial training corpus was extracted
from Wikipedia with the top 100 languages then
Thai and Mongolian were later added. This results
in some languages which are under-represented.
To mediate that, the authors used sampling to re-
duce the probability of training on high-resource
languages like English and increase the probability
of sampling from low-resource languages like Ice-
landic. The base model used a shared vocabulary
size of 110K which was extracted using the Word-
Piece tokenization algorithm. Similar to sampling,
the word counts are multiplied with the sampling
factor as in the training to reduce the effect of vari-
ation in the existence of different languages.

7 Tasks

In this paper, we mainly focus on three tasks which
are natural language inference, question answering,
and named entity recognition. We use the datasets
that have parallel sentences i.e. the same sentences
are used for training the language models but in
different languages. The reason for that choice is
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Table 3: The number of samples in each dataset across the different languages.

Dataset Number of languages | Train | Valid | Test
XNLI 15 50,000 | 2,490 | 5,010
XQuAD 11 952 119 119

MASSIVE 52 11,514 | 2,033 | 2,974

1) we want the same amount of data in terms of
height (number of samples) and roughly the same
depth (number of tokens per sentence) and 2) we
don’t want to infuse any types of bias due to using
different sentences for different languages i.e we
want to force the model to use the knowledge in a
similar setting to machine translation. We chose
three datasets which are XNLI for natural language
inference, XQuAD for question answering, and
MASSIVE for named entity recognition. Here is a
detailed explanation of each dataset.

1. XNLI (Conneau et al., 2018) is a natural
language inference dataset that was extracted
from MNLI (Williams et al., 2018) which
is a multi-genre dataset that contains more
than 400K pairs of sentences. XNLI con-
tains 392,702 training, 2,490, and 5,010 sam-
ples machine-translated into 14 different lan-
guages. The main purpose of natural language
inference is to predict if the hypothesis fol-
lows from a premise i.e. entailment or con-
tradiction or neither. Given the hypothesis
and premise, the task is to predict one of the
three labels so, this can be considered a more
generalized classification task. Due to the size
of the dataset and the limited compute, we
only extract S0K samples from the dataset for
fine-tuning.

2. XQuAD (Artetxe et al., 2019) is a cross-
lingual question answering dataset. It was
extracted from the SQuAD vl1.1 (Rajpurkar
et al., 2016) benchmark by collecting 240
paragraphs and 1,190 question-answer pairs
from the development set. Then it was
translated into ten languages which are Ara-
bic, Chinese, Hindi, German, Greek, Rus-
sian, Spanish, Thai, Turkish, and Vietnamese.
Hence, the dataset contains parallel samples
from 11 languages. We split the dataset into
952 training, 119 validation, and 119 testing
splits. Each sample of the dataset contains,
question, context, and answer_span.

3. MASSIVE (FitzGerald et al., 2022) con-
tains 1 million sentences that span across 52
languages. Each language contains 19,521
samples that were split into 11,514 training,
2,033, and 2,974 testing. The dataset is an-
notated for natural language understanding
tasks. We mainly use the dataset for named
entity recognition tasks which contains 111
tags spanning different entities like food, per-
son, coffee, time, etc.

In Table 3, we summarize the number of sam-
ples in each dataset for each split and the number
of languages for each dataset. Note that, although
there are many datasets that test cross-lingual un-
derstanding, we only consider datasets that have
parallel samples in each language.

8 Results and Discussions

We fine-tune mBERT? using the Trainer class*
which provides a simple way for training and fine-
tuning transformer-based models. All the experi-
ments were run using Google Colab> with the de-
fault virtual machine that contains a T4 NVIDIA
card with 16 GB memory size. We use the Py-
Torch examples from the Transformer repository
on GitHub® with the following parameters for each
task:

* Natural Language Inference We fine-tuned
the model for 2 epochs with batch size 32 and
learning rate 5e-5. We use a max sequence
length of size 128 for the premise.

* Question Answering we fine-tune the models
for two epochs with a batch size of 12. We

3https://huggingface.co/
bert-base-multilingual-cased
*https://huggingface.co/docs/transformers/
main_classes/trainer
5https://colab.research.google.com
https://github.com/huggingface/transformers/
tree/main/examples/pytorch
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Figure 4: Results for question answering, natural language inference, and named entity recognition tasks.

also use a learning rate of 3e-5. For the con-
text size, we use 384 max-size with a stride of
size 128.

* Named Entity Recognition We fine-tune the
model for two epochs with batch size 12 and
learning rate 3e-5.

In Figure 4a, we show the results for the zero-
shot evaluation on the natural language inference
dataset XNLI. English and Russian achieve very
similar results which approach the baseline for Ara-
bic. The German language also achieves somewhat
close results to the baselines. Urdu and Thai both
achieve the worst results for natural language in-
ference which are close to 50 % accuracy which
is much lower than Chinese. Although Chinese
and Thai are similar in pronunciation and other
grammatical features, they belong to different lan-

guage families. Note that this is just based on the
50,000 samples used for training. Increasing the
training samples might result in different results,
especially for the languages that are close in results.
Furthermore, the results approach the baseline for
fine-tuning and evaluating on Arabic. This might
be the effect of using a machine-translated dataset
for evaluation.

In Figure 4b, we show the results for the zero-
shot evaluation on the question-answering dataset
XQuAD. The dashed lines show the results of the
baselines after training and evaluating on Arabic
for exact match and F1 scores. We notice that
the Russian language achieves the best scores for
both the Exact match and F1 scores. These results
correlate with the initial experiments in Section 5.
Followed by the Romanian language which seems
quite close to Russian in terms of structure. The
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Thai language achieves the worst scores across all
metrics which might be related to the structure of
the language which is quite close to Chinese which
does not use white-space tokenization.

In Figure 4c, we present the outcomes of the
zero-shot evaluation conducted on the named en-
tity recognition task. Overall, it is discernible that
the outcomes, particularly the F1 scores, exhibit
notable decrements when compared to the base-
line, specifically within the Arabic language con-
text. This discrepancy could be attributed to the
dataset’s substantial entity count, exceeding 100.
Consequently, this abundance of entities introduces
a degree of stochasticity into the cross-lingual com-
prehension process, complicating the derivation of
definitive insights from the results.

9 Conclusion

In this research, we delved into the realm of cross-
lingual zero-shot transfer, where we explored the
application of knowledge from various languages
to Arabic through the evaluation of multiple tasks.
These tasks encompassed named entity recognition,
natural language inference, and question answering.
Initially, we employed an unsupervised approach to
scrutinize the distinctions in morphology between
Arabic and other languages. Subsequently, by em-
ploying supervised methods, we revealed certain
connections between Arabic and other languages
concerning their structure and writing systems. Our
investigation demonstrated that superior results can
be achieved by training models on languages other
than Arabic and subsequently assessing their per-
formance on Arabic, as opposed to direct training
on Arabic. This phenomenon may be attributed
to several factors, including the simplicity of the
language, the resemblance of these languages to
Arabic, and the distribution of the initial training
data used for unsupervised learning. As a future
direction, it could be interesting to look into more
diverse tasks and more advanced transformer-based
architectures.

Limitations

We highlight some limitations of our study. We
summarize them as the following:

* Data Quality The quality and quantity of data
available in the target languages, especially
Arabic, can significantly impact the effective-
ness of cross-lingual transfer. Limited or low-
quality data can lead to sub-optimal results.
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For example, the XNLI dataset is machine-
translated from English to Arabic which could
result in some issues.

Language Distance The success of cross-
lingual transfer often depends on the linguistic
distance between the source and target lan-
guages. If the source languages are distant
from Arabic in terms of syntax, grammar, and
vocabulary, the transfer may not be as effec-
tive.

Task Relevance The paper discusses evalu-
ating multiple tasks, including named entity
recognition, natural language inference, and
question answering. It’s important to consider
whether these tasks are representative of the
general language understanding domain and
whether the findings can be generalized to
other tasks.

Bias and Fairness The study doesn’t explic-
itly mention considerations related to bias and
fairness. Cross-lingual models can inherit bi-
ases from their training data, which can be
problematic, especially in applications like
named entity recognition.

Generalization While the study shows
promising results for certain tasks and lan-
guages, it’s essential to assess the general-
ization of these findings to a broader range
of languages and tasks. What works for
one language pair may not hold for others.
Also, there are variations of languages used
in each task which might affect the final as-
sumptions. Furthermore, this study focuses
on using mBERT and whether this generalizes
to more recent architectures is an interesting
research question to be considered in future
work.

Evaluation Metrics The types of evaluation
metrics could affect the insight we extract
from such experiments. In our study, we fo-
cused on using multiple evaluation metrics,
especially for question answering and named
entity recognition. In our NER experiments,
we highlight the huge difference between us-
ing the F1 score vs. using the accuracy score
in the evaluation.
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A Appendix

In Tables 5, 6, and 7, we show off the results also
for finetuning and evaluating on the same language
and on Arabic on zero-shot fashion. Mostly, we
don’t see any correlation between achieving high
evaluation scores on the same language and then
on Arabic.

Table 4: Language Codes

Language Code | Language | Code
Afrikaans af Dutch nl
Khmer km Polish pl
Kannada kn | Portuguese | pt
Korean ko | Romanian | ro
Latvian Iv Russian ru
Malayalam ml | Slovenian sl
Mongolian mn | Albanian sq
Malay ms Swedish sv
Burmese my Swabhili SW
Norwegian Bokmal | nb Tamil ta
Chinese zh Telugu te
Ambharic am Thai th
Arabic ar Filipino tl
Azerbaijani az Turkish tr
Bengali bn Urdu ur
Welsh cy | Vietnamese | Vi
Danish da English en
German de Spanish es
Greek el Persian fa
Hindi hi Finnish fi
Hungarian hu French fr
Armenian hy Hebrew he
Indonesian id Italian it
Icelandic is Japanese ja
Javanese jv Georgian ka
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Table 5: Results for question answering. Exact match and F1 scores are shown as the metrics.

de

zh

vi

€S

hi

el

th

ro

ar

en

ru

tr

EM

30.25

40.34 34.45

41.18

26.89

3445 40.34 40.34

36.97

43.70 41.18

31.09

F1

45.99

51.03 51.25

56.03

36.69

47.00 46.62 52.37

51.56

57.10

55.81

40.21

EM,, 30.25

28.57 25.21

28.57

24.37

31.09

24.37 31.93

36.97

31.93

36.13

25.21

Flgr

4591

42.10 40.80

40.80

37.89

43.16 36.32 46.80

51.56

46.23

48.95

38.22

Table 6: Results for named entity recognition. Accuracy and F1 scores are shown as the metrics.
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Table 7:

Results for natural language inference. Accuracy is shown as the metric.
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de
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vi

zh

Ac  64.0 694 70.1 67.6 762 71.6 709 633 688 59.0 59.1 657 57.7 69.7 70.8

Acgr 64.0 635 639 63.1 64.1 633 628 61.6 64.0 57.1 55.0 60.9

544 63.1 63.5
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