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Abstract

This paper presents the first Arabic crossword
puzzle generator driven by advanced Al tech-
nology. Leveraging cutting-edge large lan-
guage models including GPT4, GPT3-Davinci,
GPT3-Curie, GPT3-Babbage, GPT3-Ada, and
BERT, the system generates distinctive and
challenging clues. Based on a dataset compris-
ing over 50,000 clue-answer pairs, the genera-
tor employs fine-tuning, few/zero-shot learning
strategies, and rigorous quality-checking proto-
cols to enforce the generation of high-quality
clue-answer pairs. Importantly, educational
crosswords contribute to enhancing memory,
expanding vocabulary, and promoting problem-
solving skills, thereby augmenting the learn-
ing experience through a fun and engaging ap-
proach, reshaping the landscape of traditional
learning methods. The overall system can be
exploited as a powerful educational tool that
amalgamates Al and innovative learning tech-
niques, heralding a transformative era for Ara-
bic crossword puzzles and the intersection of
technology and education.

1 Introduction

Combining traditional puzzle constructs with edu-
cational components, pedagogical crosswords fos-
ter interactive learning experiences by integrating
vocabulary, history, sciences, and other subjects.
Intriguingly, they effectively strengthen students’
vocabulary and spelling abilities due to the puz-
zles’ requirement for accurate spelling (Orawiwat-
nakul, 2013; Dzulfikri, 2016; Bella and Rahayu,
2023). These puzzles are particularly significant
for language acquisition and learning specific tech-
nical terms (Nickerson, 1977; Sandiuc and Balagiu,
2020; Yuriev et al., 2016). Moreover, they enhance
problem-solving, critical thinking skills, and mem-
ory retention, thereby making the learning process
enjoyable and productive (Kaynak et al., 2023; Dol,
2017; Mueller and Veinott, 2018; Dzulfikri, 2016;
Zirawaga et al., 2017; Bella and Rahayu, 2023; Za-

mani et al., 2021; Yuriev et al., 2016).

Creating Arabic educational crosswords can be
challenging due to the required wordplay exper-
tise. However, with the help of innovations in natu-
ral language processing, Large Language Models
(LLMs) are now able to generate high-quality Ara-
bic crossword clues. LLMs are pre-trained on a mix
of sources like books, academic articles, and web
content and this wide spectrum of content enables
them to create challenging and engaging crossword
clues. This aids puzzle designers and improves
the solver’s experience, enabling even beginners to
design personalized puzzles.

The results show that the proposed approach can
be effectively employed to generate Arabic edu-
cational crossword puzzles, introducing an inno-
vative system using LL.Ms to generate top-quality
clues and answers. By inputting text passages or
keywords, the system generates clue-answer pairs,
based on techniques like fine-tuning and few-shot
learning used for generation. We also present mod-
els to filter inappropriate clue-answer pairs for puz-
zle construction optimization, propose an advanced
algorithm for designing Arabic educational cross-
word layouts, and provide a comprehensive dataset
of curated Arabic clue-answer pairs. These ad-
vances simplify the creation of Arabic pedagogi-
cal crosswords and expand their potential for their
broader exploitation.

This paper is structured as follows; section 2 ex-
plores relevant literature; section 3 discusses the
collected Arabic dataset; section 4 outlines the re-
search methodology, section 5 presents the findings,
and, finally, section 6 summarizes the overall out-
comes.

2 Related works

The generation of crosswords represents a com-
plex task that has been addressed by some research
works. These studies have utilized a variety of tools,
including traditional dictionaries and thesauri, or
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have engaged in the linguistic analysis of text con-
tent derived from the web.

Rigutini et al. (Rigutini et al., 2008, 2012) pio-
neered the first fully automated crossword creator
system in 2008. The proposed system leverages
natural language processing techniques to gener-
ate crossword clues by scraping related documents
from the web, extracting relevant text segments,
and using part-of-speech tagging, dependency pars-
ing, and WordNet-based similarity measures. This
approach produces clues based on specific ranking
criteria.

An alternative methodology for crossword con-
struction using natural language processing is doc-
umented in (Ranaivo-Malangon et al., 2013). This
approach consists of a four-stage process, which
includes initial data retrieval of a targeted topic-
specific text compilation, extraction of complete
sentences, determination of the dependency syntac-
tic structure of each sentence, and removal of words
from stop-lists. The extracted information under-
goes a transformation into a graph representation
for depth-first pre-order search. This framework
integrates pre-processing, candidate identification,
clue formation, and answer selection.

Esteche et al.’s study (Esteche et al., 2017) delved
into the creation of Spanish language crossword
puzzles from news articles. The system is based
on a twofold procedure: initially pivotal terms are
identified and their meanings are isolated from a
trusted online dictionary. Subsequently, these defi-
nitions are employed as hints for the assembly of
compelling crossword puzzles.

In a related study, Arora et al. (Arora and Ku-
mar, 2019) discuss a software tool that uses NLP
techniques to identify crucial keywords for creat-
ing crossword puzzles in various Indian languages.
Their proposed framework, SEEKH, combines sta-
tistical and linguistic methods to highlight signifi-
cant keywords useful for crossword creation.
Despite significant research, accurately generat-
ing comprehensive and unique clue-answer sets
from linguistic corpora remains a challenge, partic-
ularly for the unique linguistic nuances of Arabic.
To address these issues, we propose an innovative
methodology using LLMs to create intricate educa-
tional clues. As a pioneering attempt, our technique
successfully generates Arabic crossword puzzles,
filling a gap unaddressed by previous methods. By
generating intellectually stimulating and original
crossword puzzles, this novel approach enhances

learners’ deep understanding of the subjects by
providing comprehensive answers. Hence, the pro-
posed work not only brings novelty to Arabic cross-
word generation, but also offers a groundbreaking
solution in the realm of educational tools.

3 Dataset

Given the scarcity of data for Arabic crossword puz-
zles, a clue-answer pair dataset was gathered man-
ually. The dataset encompasses the period from
2020 to 2023.

During the initial stage of data collection, we pur-
sued all accessible crossword puzzles, encompass-
ing web-based games, journals, and magazines, en-
suring that the training set comprised accurate clue-
answer pairs sourced from original Arabic cross-
word puzzles. We had a collection of crossword
images, and we needed to extract the text contained
within these images to build a dataset for obtain-
ing the text from these images. To accomplish
this, we initially utilized optical character recog-
nition (OCR) as a tool. However, it’s important
to note that the OCR process was predominantly
supervised by humans who used it to facilitate the
extraction. Additionally, human validation was em-
ployed to evaluate both spelling errors within the
journals and the overall quality of the clue-answer
pairs. This meticulous process resulted in a cata-
log of 57,706 entries from two different sources.
One of them was the Al-Joumhouria Journal, from
which we manually extracted 5,661 Clue and An-
swer pairs. The other source was the Al-Ghad
Electronic Journal, where we utilized the OCR tool
to assist in the extraction process. In the end, this
yielded 25,908 unique pairs with answers varying
in length from 1 to 21 characters, with the majority
of the data falling within a specific answer’s char-
acter length range from 2 to 9 (see Fig. 1).

The structure of the pairs is recurrent. For instance,
some of the pairs are synonyms or antonym defi-
nitions, that define the answer by means of one or
more synonyms or antonyms. An example of this

category includes " jso" with the answer " =".

"

Some others were general information, such as for
example "4, s dy5" with the answer " .2s". An-
other structure can be a word but the letters are
not in order, as for example "§xaw J~" with the
answer " TSt J". Finally, the definition can give
the word and requires part of it for the answer, as
for instance " ,5U 2" with the answer " ,5".

A meticulous pre-processing step was carried out
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on the data to refine it for fine-tuning. This in-
volved the elimination of Arabic accents, redun-
dant pairs, and markers suggesting a reversal in
crosswords—an idiosyncrasy of Arabic. The aim
of this study was to pave the way for further re-
search by making this processed dataset publicly
accessible, encouraging other scholars to contribute
to this field. !

4 Methodology

The proposed system includes several components,
such as mechanisms to generate clue-answer pairs
using user-provided text or keywords, and a cross-
word schema generator as depicted in Figure 2.
Users can input any instructional text to extract rel-
evant clue-answer pairs or insert a list of chosen
keywords to generate clues. After combining both
clue-generation methods, the quality of the gen-
erated pairs is evaluated using specific validation
modules. Users can then review and select their
preferred clue-answer sets, which are employed in
the final step by a separate module for creating the
crossword layout.

4.1 Path (a): Generating clue-answer pairs
from input text

In our system, we employ zero-shot and few-shot
learning to create clue-answer pairs. This process
involves segmenting the text into paragraphs, key-
word extraction, generating potential clues, and
rigorously validating the resulting pairs. More
details on these stages are provided later in the
paper. Our experiments are based on the mod-
els GPT3.5-Turbo and GPT4 (Brown et al., 2020)
(OpenAl, 2023). We use dynamic experimental ap-
proaches, including both customized English and
Arabic prompts, to assess prompt language strate-
gies’ effectiveness across models.

4.1.1 Keyword extraction

Our Few-Shot Learning Framework begins with
prompt construction, involving the incorporation
of extensive educational text that includes poten-
tial crossword keywords. These keywords, chosen
to match possible answers from the provided text,
enhance precision as the LLM is prompted with
well-curated information. The process concludes
by inputting the educational text and the tailored
prompt to the LLM, enabling it to utilize its few-

'The dataset is available at https://huggingface.co/
datasets/Kamyar-zeinalipour/AR_CW

shot learning experiences to extract potential key-
words from the input paragraph. This mechanism
allows the LLM to extrapolate potential keywords
effectively, resulting in a more comprehensive anal-
ysis.

4.1.2 Generating crossword clues from the
extracted keywords

In this stage, we harness the power of few-shot
learning once more. By utilizing the keywords iden-
tified in the previous phase along with the input text,
we generate relevant crossword clues. Additional
information, including an example of valid para-
graph, keywords, and clues, was also input into the
LLM along with the target text and previously gen-
erated keywords that needed crossword clues. This
strategy enabled the LLM to craft unique clues by
leveraging the supplied text and initial keywords.
This systematic approach significantly improves
the precision and relevance of the generated cross-
word clues, ensuring each clue aligns with the con-
text of the provided text and identified keywords.

4.1.3 Path(a) Validation

To enhance the quality and appropriateness of our
generated keyword-clue pairs, a method to exclude
low-quality and inappropriate pairings is applied
in several discrete stages. The first step utilized a
filter system to eliminate answers containing more
than three words, which are typically unsuitable
for crossword puzzles. Our empirical research
has shown that the LLM can occasionally produce
clues by drawing upon its innate knowledge rather
than relying solely on the provided text. Addition-
ally, in instances where the generated clues did
not effectively capture relevant keywords, we took
steps to address this issue. To enhance the quality
of our output and ensure the creation of appropriate
clue-answer pairs, we employed a zero-shot learn-
ing approach, effectively filtering out undesired
clues.

4.2 Path (b): Generating clues based on
provided answers

There may be scenarios where we need to generate
crossword clues using provided answers without a
full-text context. To face this task, we deployed a
holistic approach that started with fine-tuning dif-
ferent language models using the introduced Sec-
tion 3, each specifically designed for this task. We
further enriched this scheme by using data from
these fine-tuned models to create various classi-
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Figure 1: The introduced dataset entries are visually presented in terms of answer length distribution. The blue bars
represent all the clue-answer pairs, while the green bars depict the frequency of unique answers. Additionally, the
red bars indicate the frequency of unique answer-clue pairs.
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Figure 2: Overall system architecture. Path (a) Clue-answer generation from input text. Path (b) Clue generation

from the given answers.

fiers. These classifiers aim to differentiate between
high-quality generated clue-answer pairs and less
suitable alternatives.

4.2.1 Fine-tuning LLMs to generate clues
from provided answers

In the pursuit of crafting crossword clues from
given answers and textual information, our re-
search delved into the optimization of language
models. This refinement process was informed
by the dataset meticulously outlined in Section 3.
Our evaluation encompassed a spectrum of models,
notably the robust Lamma2 13B and the efficient
Llama?2 7B, distinguished by their substantial 13
billion and 7 billion parameters, respectively. We
also examined the 1.5 billion-parameter GPT2-XL
model, recognized for its versatility, and the T5
Base model, endowed with 350 million parameters
as expounded in (Brown et al., 2020).

This section encapsulates our methodical ap-

proach to model selection, emphasizing the diver-
sity of parameters and architectures considered in
our quest to enhance the generation of crossword
clues. The subsequent analysis and results, detailed
in the following sections, shed light on the efficacy
and performance of these fine-tuned language mod-
els in the context of crossword clue generation.

4.2.2 Path(b) Validation

The design of the overall system focuses on enhanc-
ing the overall quality of the generated clue-answer
pairs. We incorporated a filtering process into the
system pipeline to enhance the quality and usabil-
ity of the generated pairs. Using the data obtained
from the fine-tuned language models, we created a
classifier capable of distinguishing between effec-
tive and unsuitable clues.

For this purpose, several models were fine-tuned,
including GPT3-DaVinci with 175 billion parame-
ters, GPT3-Curie with 13 billion parameters, GPT3-
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Babbage with 1.3 billion parameters, GPT3-Ada
with 350 million parameters (Brown et al., 2020),
and BERT-base-Arabic with 110 million parame-
ters (Raffel et al., 2020; Safaya et al., 2020). These
models provided important insights into their re-
spective capabilities and aided in validating the
generated clues.

Our primary objective was to use these models with
their varying parameter counts to comprehensively
evaluate their effectiveness in filtering and validat-
ing the generated clues. This methodology aimed
to ensure only high-quality and contextually rel-
evant clues were retained, thereby improving the
overall precision and functionality of our system.

4.3 Schema Generator

The algorithm for creating educational crossword
puzzles follows a streamlined approach using input
parameters such as the answer list, workspace di-
mensions, and termination criteria. Initially, a cen-
tral answer is placed randomly followed by strate-
gically adding surrounding answers. This cycle
of adding and occasionally removing the recently
added answers or entirely resetting is repeated un-
til an optimal solution is obtained. The quality
of the crossword is evaluated through a compre-
hensive scoring process. Each solution’s merit is
determined by the following scoring formula:

Score = (FW +0.5-LL)-FR-LR (1)

The variables exploited in this formula correspond
to the following metrics:

* Filled Words (FW): This represents the count
of the added words, signaling the puzzle’s
completeness.

e Linked Letters (LL): This counts the in-
stances of letter-sharing between intersecting
words, indicating the puzzle’s coherence.

* Filled Ratio (FR): This metric, calculated as
the filled letters count divided by the area of
the smallest covering rectangle, showcases the
efficiency of the crossword’s space utilization.

* Linked Letters Ratio (LR): By dividing LL by
the total letter count, LR highlights the extent
of letter linkage and word-relations within the
puzzle.

These four criteria collectively contribute to the
evaluation and selection of the optimal solution

during the algorithm execution.

The algorithm makes use of a variety of stopping
criteria to guide its decision-making and determine
when to end the crossword construction. These
criteria are as follows:

* Minimum Number of Answers: The algo-
rithm stops once it has added a preset min-
imum count of answers to the grid, ensuring
an adequate crossword complexity.

* Minimum Filled Ratio Threshold: A certain
threshold of the filled ratio, when met or sur-
passed, triggers the algorithm to stop, prevent-
ing the overabundance of empty spaces and
maintaining appealing aesthetics.

* Grid Rebuilding Limit: The algorithm ceases
to operate if the grid’s reconstruction exceeds
a set count, avoiding getting stuck in ineffi-
cient solutions and encouraging exploration
of other possibilities.

* Maximum Time Duration: Upon reaching the
allowed maximum time duration, the algo-
rithm finishes, ensuring the process is time-
efficient and the resources are optimally uti-
lized.

This method allows the algorithm to identify the
highest-scoring solution, enabling efficient produc-
tion of high-quality crosswords given its input pa-
rameters. Furthermore, the algorithm can priori-
tize a list of "preferred answers," increasing their
chances of inclusion, thereby ensuring that the
crossword design aligns with specific objectives
or preferences.

S Experiments

In this section, we detail the empirical evaluation
of the proposed system, focusing on individual ele-
ments and their roles within the overall framework.

5.1 Experimental Evaluation: Path (a)

This paper’s experimental dataset aims to rigor-
ously assess our system’s output quality in rela-
tion to various language prompts. We conducted
an in-depth investigation using two prompt types,
categorized as English and Arabic. Two different
models, GPT4 and GPT3.5 Turbo, were used for
evaluation. The comprehensive list of prompts can
be found within the paper’s Appendix B. This pro-
vides comprehensive evaluations of linguistic as-
pects, leading to robust, multifaceted findings. The
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system underwent thorough evaluation using 100
educational selected Wikipedia paragraphs to ex-
amine performance in different language contexts.
Performance markers were established based on
empirical evidence. Evaluation guidelines, created
under expert supervision, ensured robust results.
Detailed criteria for evaluation are in Appendix A,
and cumulative findings are presented in Table 1.
GPT4 and GPT3.5-Turbo models performed im-
pressively in English prompts, achieving keyword
extraction accuracy of 95.05% and 92% respec-
tively. They similarly excelled in Arabic prompts
with accuracies of 94.32% and 97.38%.

In clue generation, these models demonstrated their
value in retrieving meaningful information. In En-
glish prompts, GPT4 and GPT3.5-Turbo reached
accuracies of 94.62% and 55.33%, respectively,
while GPT4 and GPT3. marking respective accura-
cies of 93.23% and 37.78% in Arabic prompts.
The evaluation of clue-answer pairs yielded satis-
factory results. In English, the GPT4 and GPT3.5-
Turbo models exhibited accuracies of 87.76% and
89.04% and maintained substantial accuracy of
84.01% and 89.32% in Arabic prompts.

In the final evaluation, which included system-wide
validation and acceptability of potentially gener-
ated clues and answers, both models upheld their
performance. it means we analyze the clue-answer
pairs that align with the validation part of the sys-
tem, and then culminate in the calculation of the
proportion of generated clues and answers that suc-
cessfully pass the criteria established through hu-
man oversight which is the total performance of
the model. It was overall 78.95% and 74.6% for
the GPT4 model for English and Arabic prompts,
respectively, while the GPT3.5-Turbo model had a
total performance of 46.68% and 68.83% for En-
glish and Arabic prompts respectively.

Figure 3 provides a practical illustration of this
system component’s functionality. It sequentially
depicts the transformation from initial text to final
crossword clue-answer pairs, demonstrating input
paragraphs (a), keyword extraction (b), clue gener-
ation (c), and clue-answer pair validation (d). This
visual representation clarified the system’s opera-
tional process, elucidating its capability to turn text
into precise crossword clues and their correspond-
ing answers. Comprehensive translations for the
content depicted in Figure 3 can be found in the
paper’s Appendix C.

5.2 Experimental Evaluation: Path (b)

This section details experimental tests on clue gen-
eration and validation from keywords using three
distinct models, GPT3-DaVinci, GPT3.5-Turbo,
and GPT3-Curie. These were designed and op-
timized based on concepts discussed in Section
4.2.1, with a specific emphasis on forming clues
from identified keywords.

In the preparation phase, a subset of the dataset
discussed in Section 3, specifically 25,908 unique
clue-answer pairs, was selected. Afterwards, each
refined model produced 2,000 clues which were
evaluated using human judgement based on the cri-
teria presented in Appendix A.

In conclusion of our evaluation, Table 2 presents
the results, highlighting the performances of GPT3-
DaVinci, GPT3.5-Turbo, and GPT3-Curie. These
models successfully generated satisfactory clues
41.9%, 81%, and 21.35% of the time, respectively.
Observations indicate that GPT3.5-Turbo signifi-
cantly outperforms the other models in the task of
clue generation from the given keywords. For a
thorough assessment of the generated clues, a de-
tailed review identifying acceptable and unaccept-
able cases was undertaken. Each clue-answer pair
was carefully examined and categorized, Tables 3
and 4 present illustrative clues generated by distinct
fine-tuned models. Table 3 demonstrates instances
of well-constructed clues, while Table 4 highlights
cases of unacceptable clue generation. Detailed
translations for these clues can be located in the
Appendix C. This meticulous evaluation facilitated
performance analysis of the algorithm, notably its
ability to generate captivating crossword puzzles.

Several classifiers were developed in this study.
Coupled with various language models, they en-
abled the distinction between suitable and unsuit-
able clue-answer pairings. The results from the
evaluation of the test set are shown in Table 5.
The process utilized a dataset of 6,000 human-
evaluated instances from previous steps to build
several classifiers. The dataset was divided, with
80% used for training, and the remaining 20%
for testing classifier performance. The analysis
revealed that the dataset consists of 52% accept-
able clues and 48% unacceptable ones. The sys-
tem’s effectiveness was gauged through the accu-
racy of four distinct classifiers - GPT3-DaVinci,
GPT3-Curie, GPT3-Babbage, GPT3-Ada, and Bert
in discerning between satisfactory and unsatisfac-
tory clues. Notably, GPT3-DaVinci topped the list
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Table 1: Assessment outcomes of the clue-answer pairs generated from the provided Text.

Model System Part English Prompt  Arabic Prompt
GPT4 Keyword Extractor 95.05 % 94.32%

Clues Generator 94.62 % 93.23 %

Validator 87.76 % 84.01 %

Total performance  78.95 % 74.6 %
GPT3.5-Turbo Keyword Extractor 92 % 97.38%

Clues Generator 55.33 % 37.78 %

Validator 89.04 % 89.32 %

Total performance  46.68 % 68.83 %
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Figure 3: A comprehensive collection of clue-answer pairs generated by the introduced system from a given text,

providing illustrative examples.

Table 2: Assessment outcomes of the clues generated
from the provided keyword.

Model % of acceptable clues
GPT3-DaVinci 41.9
GPT3-Curie 21.35

GPT3.5-Turbo 81

Table 3: Acceptable clues from given keywords using
various models.

Model Clue-Answer pair
GPT3-DaVinci  dJ sled! St ey
GPT3-Curie  osladl o TJJ{
GPT3.5-Turbo 3,43 1 Bg3

with an exceptional 85.74% accuracy, followed by
GPT3-Curie at 81.29%. GPT3-Babbage showed
decent results with 78.69% accuracy, while GPT3-
Ada and Bert had fair performances with 79.19%
and 71.42% accuracy, respectively. These results
underscore the commendable performance of these
classifiers in identifying agreeable clues.

Table 4: Unacceptable clues from given keywords using
various models.

Model  Clue-Answer pair
GPT3-DaVinci oladl e Bl
GPT3-Curie Sl fhe Gl

GPT3.5-Turbo  s.ly 5! Wiy sl e

5.3 Schema Generation

Our algorithm for schema generation envisages
a spectrum of educational crosswords utilizing a
group of generated clue-answer pairs. [llustrated
in Figure 4 is a comprehensive Arabic educational
crossword about physics, crafted by the proposed
system. The clue-answer pairs are procured either
from a text (path (a), refer to Figure 3) or directly
produced from a keyword (path (b), denoted by
examples marked with a %), as observed in Table 3.

6 Conclusions

The work featured in this paper focuses on mul-
tiple innovative offerings, among which is the in-
troduction of a comprehensive dataset for Arabic
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Table 5: Classifier performance on distinguishing acceptable Clue-Answer pairs

Model accuracy % precision % recall % F1I Score
GPT3-Dvinci 85.74 83.39 85.26 0.8431
GPT3-Curie 81.29 78.86 79.89 0.7937
GPT3-Babbage  78.69 75.17 78.54 0.7682
GPT3-Ada 79.19 77.48 75.75 0.7660
Bert-base-Arabic  71.42 67.91 70.04 0.6896
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T ELE o] MeeEetmsnn
L O] (\V)“\-\Mdmyﬁﬁ‘jﬂ‘g‘%‘jﬂ“
b J 5 (1) &l ailadlly Jadinsg Al (30 (355 Y
o] ]o]s|a]e]s]¢|o]o] (”)a"jw\wb‘**:“‘“‘m“‘f*om&“\
, p B (Apagendl)dual ) clalsl)
[eTe Tl elelalal o=l el el 1] | (Vg i oy 8 1
N # (1) plaall (ga Y
‘ : (9 s el B ypem 7
| ¢ ‘ & ‘ I ‘ c_s‘ el ¢l 4 J\ tl | \u? o' (1) B 3 liggally cligioull e (s<E 0

Figure 4: An illustrative Arabic educational crossword generated through the proposed system.

clue-answer pairs. In addition to this, we have also
formulated a ground-breaking method employing
large language models that generate educational
Arabic crossword puzzles influenced by the pro-
vided texts or given keywords.

To uphold stringent quality standards in our
methodology, our approach integrates human over-
sight in conjunction with specific guidelines (see
Appendix A). In the process of generating clue-
answer pairs from textual data, we conducted ex-
periments using two distinct models: GPT-4 and
GPT3.5-Turbo, while employing prompts in both
English and Arabic languages. We conducted vari-
ous types of evaluations considering different parts
of the system and overall performance:

» Keyword Extraction: Notably, when paired
with Arabic prompts, GPT3.5-Turbo exhib-
ited exceptional performance, successfully
generating high-quality keywords with an im-
pressive accuracy rate of 97.38%.

* Crossword Clue Generation: GPT4, when
prompted in English, consistently produced
relevant and well-suited crossword clues,
achieving a commendable success rate of

94.62%.

* Validation Component: Within our system,
the validation step was a critical component.
GPT3.5-Turbo, when prompted in Arabic,
demonstrated superior performance in this
role, boasting an impressive validation accu-
racy rate of 89.32%.

* Total Performance: GPT4 displayed remark-
able proficiency in this role, surpassing expec-
tations with an impressive validation accuracy
rate of 78.95% when prompted in English.

In our quest to generate clues from provided key-
words, we engaged in the fine-tuning process using
a curated dataset (refer to Section 3). We fine-
tuned three distinct models, namely GPT3-DaVinci,
GPT3.5-Turbo, and GPT3-Curie. We rigorously
tested the performance of each model by generating
clues for a carefully chosen set of 2000 educational-
related keywords. Notably, the fine-tuned GPT3.5-
Turbo outperformed the others, consistently pro-
ducing high-quality clues with a remarkable suc-
cess rate of 81%.

Utilizing the data generated through the evaluation
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of fine-tuned models, we construct classifiers to
distinguish between acceptable and non-acceptable
clues for a specified keyword. The most effective
model in this task was GPT3-Davinci, achieving
an impressive accuracy rate of 85.74%.

Our process to produce educational crossword lay-
outs is both efficient and diverse. We hope that
these findings will enrich the learning process and
foster interactive learning. The developed system
can be integrated into current teaching methods to
enhance educational practices. As a future course
of action, we plan on venturing into the develop-
ment of more advanced models for more direct clue
and answer pair generation and examine special-
ized models for different clue types. We also intend
to implement this system in actual classrooms and
evaluate its impact. Our goal is to revolutionize
the creation of educational crossword puzzles and
usher in an era of unique teaching practices.
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A Appendix

This study entailed developing a classifier to dis-
tinguish optimal and sub-optimal crossword clue-
answer pairs. Crossword puzzles necessitate lin-
guistic acumen, innovation, and adherence to con-
struction guidelines for quality clues and answers.
Such a classifier auto-evaluates the clue-answer
quality, aiding puzzle designers and improving
puzzle-solving experiences. This provides insight
into key aspects of language and puzzle architec-
ture.

The development of a robust framework for de-
termining acceptable and unacceptable crossword
clue-answer pairs is crucial to the effectiveness of
a classifier. This provides the groundwork upon
which our classifier can effectively discriminate be-
tween high-quality clues and ill-fit ones. Rigorous
adherence to these guidelines facilitates accuracy
in quality evaluation by the classifier and ultimately
enhances the appeal and satisfaction derived from
crossword puzzles.

Let us now probe into the salient features of the
guideline for assessing crossword clue-answer qual-

ity:

* Coherence and Relevance: An ideal pair of
clues and answers should display an evident
and significant association between the two.
The clue should offer adequate context or
prompts that guide solvers toward the desired
solution. The answer should be linear to the
clue and sound logical within the subject mat-
ter or theme of the given puzzle.

* Wordplay and Creativity: A finely constructed
crossword clue frequently employs wordplay,
ingenious nuances, or concealed connotations
that provoke and fascinate solvers. Seek clues
that necessitate unconventional thinking, dual
meanings, or linguistic resourcefulness. An
effective clue-answer duo will enthrall the
solvers, enhancing the puzzle’s intrigue and
pleasure.

* Unambiguity and Specificity: Clues should be
unequivocal and clear-cut, presenting solvers
with a distinct and exact solution. Refrain
from clues that allow for multiple interpreta-
tions or result in various potential answers.
The aim is to propose a single accurate an-
swer that correlates directly with the intended
meaning of the clue.

* Linguistics and Grammar: Both the clue and
the answer should conform to correct gram-
mar, syntax, and language norms. It’s essen-
tial to verify that the language utilized in the
clue-answer duo is grammatically accurate,
coherent, and appropriate for a crossword puz-
zle.

* Universal Knowledge and Equity: Clues
should be based on general knowledge or facts
that a wide spectrum of solvers would reason-
ably be anticipated to understand. Refrain
from using excessively obscure or special-
ized references, which only a small subset
of solvers would recognize. An optimal clue-
answer match should maintain a balance be-
tween challenge and fairness, accommodating
a varied assortment of puzzle aficionados.

Adhering to these guidelines, we can construct a
dataset capable of building a dependable classifier
to differentiate between well-formulated crossword
clue-answer pairs and those that are nonsensical or
inappropriate. This classifier holds the potential
to transform the process of creating, evaluating,
and solving crossword puzzles. It offers crucial
insights into the art of crafting puzzles that are
both engaging and intellectually challenging.

B Appendix

The following prompts were employed for
(Keyword Generation, Clue Generation, and
Clue Verification) in both the Arabic and English
versions:

English Keyword Extraction Prompt:

"Objective: Your task is to extract keywords
(maximum 2 words) from a given text to create
short crossword definitions. Please follow these
steps to achieve the objective:

Keyword extraction: Extract the most im-
portant keywords from the text.

Validate keywords: Check if the keywords
are well explained in the given text.
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Final keywords: Remove all the keywords
that are not well-defined in the text, based on the
previous step.

Text: {text}

Here is an example Text:

Slyed) Wb o Sl o Oy a8 55,501
3oy ¢ sadl it Lol 8451 :""‘.’Jg” ol sl -*’ij
G5 Lo ol am QWL 3 ol sl T G0 0
it O 500 Llisks yor e 34501 oS L
Dmall Gy La i) 3 psd) 22l Ll 5y Y e
PV Bape e Saaly 42 I Yy ol
OF b I G olast Wy Ll g e
3 22yt SO Lo (G G U il 55 b
S OGS AR U
Goad] el
E IO B e ORI | R CORICTON W1 |
3 (Y] LU (501 Tl it AT
oo bl T e S ) ST e ey
055 om0 1 g il ) Yaoy A Lyl
Lyl s

Ll Sy ok 093 dea A

Below are the legitimate keywords extracted from
the provided text:

Lol e daeng 31 G800 iy 31 U gl Ly 3] el 55D
J;5<ijt QL«J?‘KJLL\J‘KLJJIJ‘

Use the following output format:
Keywords: <Final keywords>"
English Clue Generation Prompt:

"Your objective is to create short crossword
clues for a list of keywords based on the given text:

Keywords: {keywords}
Text: {text}

Follow these steps to achieve the task:

Identify the part of the text that contains in-
formation about each provided keyword.

Generate short Arabic crossword clues (maximum
4 words) for all the keywords, using just the
information from the text.

Here is an example Text:

Ol sl Boad o Sloadl e Ol Al 13530
say o sedl et Lamll B a1 Sl sl sl
58 e ol amy JW1 5 bl T 6
% .(>IJ¢J 00) LLEshS voy a1, oSN AT
el Csir ba 3 g psd) 2al) Ll 5yl olans
FLANL B Baee Saaly 542 7 Yy oSl
OF Wl b It G ool Wy bl G e
G elsT oo e Gl 3 e il s 8 e
;M:Js;\ G oyl LTy (Ljﬁl Gl e ) Jw
Cuadl el
i 3ea¥ COF (i v aes Jle K neslsdl
I S (¥ LB A Tl il AT
oo bl T e ) i ) T e 5 sy
055 o RS 3y xdl ) Ysoy &l Lyl
sl g

Ll gy hid 993l A

Below is a list of valid keywords for the
provided text:

(Lig_j! ¢5J.\....Q‘ Jjﬁ/‘,” Y ‘Jﬁ‘.‘” UA,\> &LU.J‘Y\ QbJ}M«
ol A o 2
Here is a compilation of valid clue-answer

pairs corresponding to the provided keywords and
text:

Keyword: a.]

Clue: &b, gl o g Olse>
Keyword: ls>

Clue: o) sud) i) oty
Keyword: &\,

Clue: &blgdl - &S
Keyword: =\ ¢

Clue: ..V Joi

Keyword: Z..U‘\N U g
Clue: 5,83V 0l gl o0 dogez
Keyword: | sodl juis

Clue: wo ay! Ay
Keyword:

Clue: Ju! B LRI
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Keyword: 4.1, o573

Clue: ol 2ekS" vo0 Lijs sl
Keyword: L&, 3]

Clue: Ll s5u¥l olane jius O
Keyword: A< &l 22

Clue: Lz 3] oy J] o2
Keyword: oG JJ

Clue: Lo :rf\fl BeSy

Use the following format:
Keyword: <Keyword>

Clue: <Crossword Clue>

English Prompt for Hallucination Verifi-
cation:

"Please assess the quality of the crossword
clues based on the given text.

Text: {text}
Clues: {clues}
To accomplish this task, follow these steps:

Check Clue in the text: Verify Whether the
content of each clue is present in the text.

If a content clue is found in the text, print
True; otherwise, print False.

Use the following format for each clue:
Check Clue in the text:
<Check Clue in the text>"

Arabic Keyword Generation Prompt:

o e e 0550 Balie Ol AR Oy
Lolall DL sds plasiy WOl sal e (Y
o 2l G 2 ol e B ol e sLady
Jom 7 ¢ 8200 s ialall LK eal Al
5 A K o i ¢ OF 13 &bl SN 0dy) a2
om‘wm&;\jcﬂ,\;éubw\&;gb
Lo palndl, @ Lol

:5 jaall

{text}

Lo C‘J’.’;“ﬁb- OV I || I -1 S VAR NN U SNy o3
Uoad o DLyl o Olge> RN 28l dalal) oWl
RS G (I PR P B UPCON | RPN R PO |

ol gy Wl 3ol sl AT 6 A say ¢ st
s00) Llesks vou weo 8l S A G5 G
Wi 3l st Zal) Gl 558 e s O,
Brape Snae Bamly 848 17 Yy () sl O g
oA JE G olast Wy Wl s pelal
o Cam (LI 3 Ve s 3l bge oy
o A Ly s 30 (L sl
Cud | el Glay oy ke (9 3 deia Ko ool il
PR RO O G IR R R RS S GO Y
36 e Ol i LT s gl Sy ST
O I P SRR ST R QPPN
05 om0l 3y il ) Yooy 2 al Lyl
Lyl s>

) %‘w lan) & ;?ua\;;,m\
(Al seN ol gdl At (ool calY i Ll
WU R AR I P IR N R RO R
SEETSTARENES RS

bl Sl LA gl K

Arabic Clue Generation Prompt:

Ll Ol dal das W clad) ga e
O a0 il I sk LY atall Gl il
rﬁtﬂ%u"éﬁu‘\d do g Lalae W K0S
Ll ol & b s Jlie A5 %

el Ol sl o LK)
o)l ¢ aall

ekl oLl e ge el Lo Ol é
sl datall ol K d) Ll goapal g
Saslos L ol e gy Y 6l e ah 8300 5 Sleskal)
¢ EAUNSE I SEE N Y ixlall W ] Jsesl
5 Ll W Lo dais oy G alll cladl (@ 0slad)
W bl sl ol e ST e Al G osels Y
Lot Sl e 0 0l e a5 L ously Lalias
colie 31 do g 131 i 4wy

r slaall U
Uoad o Syl e Olyom ad s5000 GYE7 5500
ECE R | US| I RN] RFCH PN | VR FCH IR |
ol amy Jl g ol s AT 46 A say . sedl
sov) LhLES you 4k 3Kl S A Goii Co
Lo 3l g psd! 23l ) s e s OO,
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B3as Snne Baaly 842 15 Vs o el O g
A JE G olast WYy L] 3 e 2ladl
o G (A 3 e ks 5981 bge OF L ayl
N N A e I I R
Cuddl el Gl fog ki 09 3 dad A cwo il
BRI K STE VIR PP [ SR W)
I G QL] sy Llall o a0 Lall olyws AT
CR I [P SR ST P QPR
055 oo i) o 2l ] Ysey 4o ) Lyl
sl o=

(Olge ad riatal) Sl Y sl oW -
el ‘;"”-Jg“ QL-JJ’."‘" (ol s (old
ol e s 22 ity ) a7l

Zongid) 0

Sl ) e g Olge el ad s al| 201

Ol sl dhad oty sl Glee istall L1

SUlsd! & el o dstall W)

1 a3 5l o g dlial | )

o se Al Lo Y ol iatall W)
PR RO

o N ey 15l godl i bl ) 2K

s &,;J,r‘m 4, gl 1Al Ly s bal] £

Yoo bs sl Al 5l 51 s dstall Ll

plEsks

syl oline s O Al La 3] i tall LK)
L)

o Jlam sl e i tall WK
L 3)

logsd 5531 e ls 52l Ky ol bzl 21

P A aagid) s

Al sl

il LW istall 31

Arabic Prompt for Hallucination Verifica-
tion:

k] ISV PR PN YN ot 3

5 2l +5

BRINRAN]

(VL Rl 0l om0

F e st 8l oof 155 a0 Gl a5
Lo Belda §oad 115y at 2ol 5 WY1

O Tnil) &l g e 0 S Bl Pl e 5
}.‘)
oo e A me el

3 ‘ N EN
Aot gl sl gl osh bl

A

)

C Appendix

In the upcoming section, you will find English
translations of the Arabic content within this paper.
These translations have been included to improve
understanding for readers who may have limited
proficiency in Arabic, ultimately ensuring greater
accessibility to the content. The translation for the
Figure 3 content is as follows:

Input paragraph:

WU Pl (ladl L glly ) Jsed)l Ka
Li Y1 B ) e Y ) ol ey el
o Ay OF 3] ‘.?L,;a;)&) L@ ae S L5Jlj, Ldyj{"
w%@‘w@ﬂ‘uﬂbﬂ‘wﬁai}bb&‘w
Lz ge Bly Jom a0 (J (@b AN YL ol
Dby oo Slsdl 09Ky G g Ne Bake Ll
el B Ty Bslie U ey (mdl i s
W 3 ¢ bl & e 0 el O K6 el e s
G s sem o) aed W sl st b
a5 G O v 35 Y S STy e oy
Al pats gl 83 sl ol paslis 85 G AT 0 s
LG"iJj: 4LV2'.\2:/<\.02U335J5 SAs ‘uaj\..» o0 dox Lo <5J.:\.]‘
o ey (Glall dledh s el Gl gl

Vel e Yol (oss s 156 el e 68

English translation of the input paragraph:

The atom is the smallest building block or the
smallest part of an element that can be reached
and retains the chemical properties of that element.
The English word *atom’ is derived from the Greek
word ’atomos,” which means indivisible, as it was
believed that there was nothing smaller than the
atom. An atom consists of a cloud of negative
charges (electrons) orbiting around a very small
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positively charged nucleus at the center. The
nucleus is composed of positively charged protons
and neutral neutrons. The atom is the smallest
unit of an element that can be distinguished from
the rest of the elements. As we delve deeper into
matter, we find smaller structures, but there is no
longer a distinction between one element and an-
other. For example, there is no difference between
a proton in an iron atom and another proton in a
uranium atom, or in the atom of any other element.
Atoms, with their properties, such as the number
of protons, mass, and electronic distribution,
create differences between different elements,
between different forms of the same element
(called isotopes), and even whether this element
is capable of undergoing a chemical reaction or not.

Extracted keywords (English and Arabic):

Atom - 5,3

Chemical Element - JleJl 2!
Chemical Properties ) LYl ailadl
Electrons - &4 AIYI

Nucleus - 3lsd!

Protons - & s3s !

Neutrons - &by 55!

Elements - ol

Isotopes - ;Uad!

Chemical Reaction - JleS el

Generated Clue-Answer Pairs (English and
Arabic):

O Jsosl Ko Slel il o sm ol 15,41
Atom: The smallest unit of a chemical element
that can be reached.

oaladl Lig o LAl e 56K JleS el
Chemical Element: Composed of atoms and
retains chemical properties.

JLM(H el by daiig LS ailad )
Chemical Properties: Characteristics retained by
the chemical element.

Electrons: Orbits around the nucleus in the atom.
SUgis Al o 095 Sl Jom 50 Sl
8l 3 obs gl
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Nucleus: Composed of protons and neutrons in
the atom.

L ge 2 Jod'y 3l (3 anlys i lgis )
Protons: Located in the nucleus and carry a
positive charge.

Lt o Yo dlodl 3 aaley toly sl
Neutrons: Located in the nucleus and carry no
charge.

Sas cend g SLU e 05T el
Slsdl (3 SUgrsll
Elements: Composed of atoms and \"/ary based
on the number of protons in the nucleus.

Isotopes: Different forms of the same element.

ot paal asgx Q“ oSe o gbes el
LSl s
Chemical Reaction: Can be undergone by the
element based on its chemical properties.

Next, we will include the English translations
for the examples we presented as both acceptable
and unacceptable generated clues from the
fine-tuned models in Tables 3 and 4.

Acceptable Examples(Arabic and English):

Stars: in the sky at night
Q:L-.H ok rjj/
Ores: from minerals
5,08 1353

Strength: capability

Unacceptable Examples(Arabic and English):

g_)‘f':..i‘ O :GLU'
Giraffe: from the insects

Triangle: plural triangle

slly ot Wiy el L
Aunt: sister of a parent or a parent’s sister



