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Abstract

Extracting and disambiguating geolocation in-
formation from social media data enables effec-
tive disaster management, as it helps response
authorities; for example, locating incidents for
planning rescue activities and affected people
for evacuation. Nevertheless, the dearth of re-
sources and tools hinders the development and
evaluation of Location Mention Disambigua-
tion (LMD) models in the disaster management
domain. Consequently, the LMD task is greatly
understudied, especially for the low resource
languages such as Arabic. To fill this gap, we
introduce IDRISI-D, the largest to date En-
glish and the first Arabic public LMD datasets.
Additionally, we introduce a modified hierarchi-
cal evaluation framework that offers a lenient
and nuanced evaluation of LMD systems. We
further benchmark IDRISI-D datasets using
representative baselines and show the competi-
tiveness of BERT-based models.

1 Introduction

The cost-effectiveness and efficiency of commu-
nication over social media platforms make them
primary sources of information during disaster
events and emergencies. An essential dimension
that makes the data extracted from microblogging
platforms (e.g., X platform, formerly Twitter) in-
valuable and actionable is the geolocation informa-
tion. Nevertheless, users typically opt to disable
the geolocation functionalities over social media
platforms to preserve their own safety and privacy
which necessitates the development of geolocation
extraction tools for social good. In this paper, we
focus on the Location Mention Disambiguation
(LMD) task over microblogs that we exemplify by
X posts. An LMD system aims at matching loca-
tion mentions (LMs) appearing in microblogs to
toponyms, i.e., place or location names, in a geo-
positioning database, i.e., gazetteer.
Unfortunately, the research community lacks
access to public disaster-specific microblogging

LMD datasets, especially for low-resource lan-
guages, which consequently prevents the develop-
ment and comparison of robust LMD systems. For
example, there are only two English LMD datasets,
namely Singapore (Ji et al., 2016) and GeoCorpora
(Wallgriin et al., 2018), where the former dataset is
geographically confined, lacks event context, and
is not publicly available, whereas the latter one
(i.e., GeoCorpora (Wallgriin et al., 2018)) is public,
it has the same issues of low geographical cov-
erage, lacking disaster event context, and many
relevant/informative posts that do not contain the
tracking keywords (Suwaileh et al., 2023a). On the
other front, there are no Arabic LMD datasets to
the best of our knowledge.

In this paper, we fill this gap and release IDRISI-
D datasets' for Arabic (IDRISI-DA) and English
(IDRISI-DE) languages. IDRISI-DA is the first
public human-labeled Arabic (a low-resource lan-
guage) dataset, constituting 2,869 posts and 3,893
LMs. IDRISI-DE is the largest to date human-
labeled English microblogging dataset in terms of
number of LMs. It constitutes 5,591 posts and
9,685 LMs. Additionally, to alleviate the lack of
context challenge for microblogs and toponyms, we
asked annotators to judge different features such
as hashtags, replies, and URLs, among others, for
usefulness for the LMD task.

Furthermore, to evaluate the LMD systems, Ac-
curacy (Acc), Precision (P), Recall (R), and the Fg
score are typically computed (Zhang and Gelernter,
2014; Li et al., 2014; Ji et al., 2016; Middleton
et al., 2018; Wang and Hu, 2019a; Xu et al., 2019).
While these measures evaluate binary classification
tasks, the LMD task is usually perceived as a multi-
class classification where every LM has only one

'"Named after Muhammad Al-Idrisi, who is one of the
pioneers and founders of advanced geography: https://
en.wikipedia.org/wiki/Muhammad_al-Idrisi. The “D"
refers to the disambiguation task. Release: The link is re-
moved due to the blind-review policy. The dataset and evalua-
tion script are attached as Supplementary Materials.
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(or no) correct toponym in gazetteers. Moreover,
distance-based methods (Wang and Hu, 2019a),
are also used to evaluate LMD systems within a
distance d that is commonly set to 161 KM (100
miles). For example, Acc@Qd is the fraction of cor-
rectly predicted LMs that are within d. However,
tuning the d for different location granularity was
not empirically investigated.

To address these shortcomings, we propose eval-
uating the LMD systems using ranking evaluation
measures, namely the Mean Reciprocal Rank at cut-
off r (M RR@r) in a lenient hierarchical strategy
(Mourad et al., 2019) where systems are evaluated
at different location granularity such as country,
city, street, etc. Indeed, the hierarchical evalua-
tion substitutes the distance-based measures but in
discrete manner.

The contributions of this work are as follows:

* We present IDRISI-DA, the first Arabic
LMD dataset containing about 2,869 posts
and 3,893 LMs.

* We present IDRISI-DE, the largest manually-
labeled public English LMD dataset of about
5,461 posts and 9,685 LMs.

* We manually label and analyze the usefulness
of different features, including hashtags, event
context, and URLs, replies, named entities,
and other LMs, to draw helpful insights for
developing effective LMD systems.

* We present a modified hierarchical LMD eval-
uation for classification and ranking methods.

* We provide simple yet effective English and
Arabic LMD baselines.

The remainder of this paper is organized as fol-
lows. We present the related work in Section 2.
We then define the LMD task in Section 3. We
introduce IDRISI-D datasets and analyze them
in Sections 4 and 5, respectively. We then bench-
mark the datasets in Section 6. We next discuss the
dataset use cases in Section 7. We finally conclude
in Section 9.

2 Related Work

In this section, we discuss the LMD related studies
and discuss their technical solutions (Section 2.1)
and evaluation (Section 2.2).

2.1 Technical Solutions

There are a few studies that tackle the LMD task us-
ing machine learning and deep learning techniques.

For instance, Geoparspy (Middleton et al., 2018)
is a Support Vector Machine (SVM) model trained
on gazetteer-based features including location type,
population, and alternative names. Additionally,
the disambiguation models of the toponym reso-
lution system employed by Wang and Hu (2019a)
are essentially machine learning models including
(i) DM_NLP (Wang et al., 2019) which is a Light
Gradient Boosting Machine (LightGBM) model
trained on similarity scores, contextual representa-
tions, gazetteer attributes, and mention list features,
(ii) UniMelb (Li et al., 2019) which is an SVM
that uses different feature types such as the history
results in the training dataset, population, gazetteer
attributes, similarity, and mention neighbors fea-
tures, and (iii) UArizona (Yadav et al., 2019) which
is a heuristic-based system that favors toponyms
with higher populations.

Furthermore, Xu et al. (2019) proposed an
attention-based two-pairs of bi-LSTMs for match-
ing LMs against Foursquare gazetteer. Each lo-
cation profile (Ip) in Foursquare is represented by
concatenating one-hot vector for the category at-
tribute, TF-IDF vectors for textual attributes (e.g.,
address attribute), and the numeric-based attributes.
On the other hand, the LM is represented using its
context (i.e., post) and encoded using contextual
representation attended to the [p vector, besides
the geographical distance. The two-pair networks
learn the left and right contexts of the LM. Both
representations then go through a fully connected
layer to learn disambiguation.

2.2 Evaluation

There is a dearth of microblogging disaster-specific
LMD datasets. Table 1 presents the only two LMD
datasets and their statistics. GeoCorpora (Wall-
griin et al., 2018) is the only available one for
the research community. Wang and Hu (2019a)
evaluated it using eight different datasets available
through EUPEG framework (Wang and Hu, 2019b),
solely one of which is a microblogging dataset that
is GeoCorpora. Xu et al. (2019) used Singapore
dataset (Ji et al., 2016) for evaluation.

As for the evaluation measures, the distance-
based measures have been used in non-disaster-
specific studies to evaluate LMD systems. For that,
the distance between the GPS coordinates of the
gold and predicted LMs is measured using the great
circle distance. The systems’ overall performance
is then computed by the Median and Mean Error
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Dataset #Twt #LM (unique) Labeling LM types Public
Singapore (Ji et al., 2016) 3,611 1,542 (-) In-house - X
GeoCorpora (Wallgriin et al., 2018) 6,648 3,100 (1,119) Crowd X v
IDRISI-DE 5591 9,586 (1,601) In-house v v
IDRISI-DA 2,869 3,893 (763) In-house v v
Table 1: The existing LMD datasets compared to IDRISI datasets.
Distance. 4 Dataset Construction

Additionally, the discrete measures including Ac-
curacy (Acc), Precision (P), Recall (R), and the Fg
score are computed to evaluate systems (Zhang and
Gelernter, 2014; Li et al., 2014; Ji et al., 2016; Mid-
dleton et al., 2018; Wang and Hu, 2019a; Xu et al.,
2019), however, they provide a bird’s-eye view
of systems’ performance neglecting the nuance in
their techniques. To overcome this shortcoming,
Karimzadeh (2016) proposed using Cross Entropy
(CE) that considers the probabilities of systems
rather than their ranks, Root Mean Square Error
(RMSE) that quantifies the average great circle dis-
tance between predicted and gold toponyms, and
Eccentricity that combines both CE and RMSE.

Acc, P, R, and Fg can also be computed within
a distance d that is commonly set to 161 KM (100
miles). For example, Acc@d is the fraction of
correctly predicted LMs within d.

While these measures evaluate binary classifi-
cation tasks, the LMD is typically modeled as a
multi-class classification task making them inap-
propriate for evaluation.

3 Problem Definition

The LMD System, as illustrated in Figure 1, is
given the following inputs:

* A post (a microblog) p that is related to a
disaster event e,

* A set of location mentions (LMs): L, =
{li;i € [1,np]} in post p, where ; is the ith
location mention and n,, is the total number
of location mentions in p, if any.

* A geo-positioning database G (i.e., gazetteer)
that consists of a set of toponyms: 7T =
{tj;i € [1, K]}, where t; is the 4 toponym,
and k is the number of toponyms in G.

The LMD system aims to match every location
mention /; in the post p to one of the toponyms ?;
in GG that accurately represents /;, if exists. Other-
wise, the system must abstain and declare that [; is
unresolvable (or unlinkable).

In this section, we discuss the constructing pro-
cess of IDRISI-D datasets. We start by describing
IDRISI-R datasets. We then present the sampling
strategy and the annotation process.
IDRISI-R Datasets: We extend IDRISI-R
Location Mention Recognition (LMR) English
(IDRISI-RE) (Suwaileh et al., 2023a) and Ara-
bic (IDRISI-RA) (Suwaileh et al., 2023b) datasets
that are originally sampled from HumAID (Alam
et al., 2021) and Kawarith (Alharbi and Lee, 2021)
datasets, respectively. We select these datasets due
to their unique characteristics as described below.
IDRISI-RE is the largest to date LMR mi-
croblogging English dataset. It exhibits unique
diversity (domain and location types), coverage
(temporal and geographical), and generalizability
(domain and geographical), compared to all exist-
ing datasets of its kind. It comprises around 20k
human-labeled (gold) and 57k machine-labeled (sil-
ver) posts from 19 disaster events of diverse types
covering wide geographical areas. The events cap-
ture the critical periods of disaster events. The an-
notations include spans of location mentions in the
textual content alongside their location types (e.g.,
country, city, street). Empirically, IDRISI-RE is
the best domain and geographical generalizable
dataset against all existing English datasets.
IDRISI-RA is the first Arabic LMR microblog-
ging dataset. It contains 22 disaster events of dif-
ferent types that happened in Arab countries, cov-
ering various dialects reasonably. It contains 4.6K
manually-annotated (gold) posts sampled from 7
disaster events,? and 1.2M automatically-annotated
(silver) posts sampled from the entire dataset. Both
versions are labeled for location mentions and loca-
tion types. Empirically, the LMR models trained on
IDRISI-RA showed decent generalizability to un-
seen events and acceptable domain and geographi-
cal generalizability.

These events are labeled for informativeness in Kawarith
dataset.
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Gazetteers Address of resolved LMs

) ) v e N
Disaster-related Twitter stream v 24, Kothaval Chavadi St, Sadullakhan
-=—‘ Nagar, Saidapet, Chennai, Tamil
Candidate LMs Nadu, India
N ! J
( 24 <Road> ] > 4
Name 113, Kothaval Chavadi S, Duraisamy
@usemname [ 113 <Road> ] JR . Garden, Saidapet, Chennai, Tamil
i i | Nadu, India
Mom and relatives at 24/113,kothaval chavadi st(near [ kothaval chavadi st <Street>]—>i LMD :_> N J
. o AR . —— ——— @ @ -
mosque st),Saldapet. Please help @ChennaiRains [ Saidapet <Neighbourhood> ] Kothaval Chavadi S, Duraisamy
@RJ_Balaji @Chinmayi #ChennaiRainsHelp Garden, Saidapet, Chennai, Tamil
7:18 PM - Dec 3, 2015 - Twitter Web Client [ Chennai <District> ] L Nadu, India

J

[ Saidapet, Chennai, Tamil Nadu, India ]

Figure 1: High-level overview of the Location Mention Disambiguation (LMD) task.

Dataset Sampling: Constrained by not overwhelm-
ing the volunteered annotators, we sampled a set
of posts from every disaster event in IDRISI-RE
while maintaining the distribution of LM types,
but covering all fine-grained LMs including neigh-
borhoods, streets, and POlIs. In total, we sampled
8,224 posts containing 11,023 LMs. On the other
hand, the IDRISI-RA gold version was labeled
entirely, including seven events containing 2,974
having LMs (the remaining 1,618 posts do not con-
tain LMs) and 5,236 LMs.

Dataset Annotation: The LMD annotation re-
moves the ambiguity of geo/geo entities (in contrast
to the geo/non-geo LMR annotations). We col-
lected the LMD annotations in 3 phases to increase
the reliability of annotations with the minimum
burden on the expert annotators:

P1. Two in-house annotators are assigned for ev-
ery event with the condition of having a good
familiarity with the country of the disaster
event. When one of the annotators declares
a low confidence for a specific LM or both
disagree, the LM is forwarded to a meta anno-
tator in Phase 2.

P2. A meta annotator resolves the disagreement
from Phase I and labels the low-confident
examples. She has a solid understanding of
the LMD task; hence, she verifies the doubtful
annotations. When she fails to disambiguate
an LM, it goes to experts in Phase 3.

P3. Expert annotators disambiguate the hard unre-
solved LMs from Phases I and 2. Experts are
residents of the countries where the disaster
events took place.

In all phases, annotators attentively read the post
online alongside replies and the linked web pages.
Next, they (1) disambiguate the LMs by searching
OpenStreetMap (OSM) gazetteer through Nomi-

natim search engine? to find the best matching to-
ponym, (2) assign a confidence score between 1-3
for their annotation, and (3) judge the usefulness
of features for disambiguation (“Yes”, “No”, or
“None”). The features we investigate their useful-
ness include:

* Event: The disaster event name.

» Hashtags: The set of posts having the same
hashtag as the target post within their text.

* Replies: The thread or responses to the post.

* Other LMs: Other location mentions appear-

ing within the same post text.

URLSs: The linked web pages or media within

the post text.

* Entities: Named entities that appear within
the post text.

We define the usefulness as whether a feature
helps the annotator to accurately find the correct
toponym from the OSM that best matches the can-
didate LM being annotated.

Additionally, to avoid propagating human errors
from IDRISI-R, we asked the annotators to modify
LMs, add new LMs, or drop LMs in certain cases.
In Table 2, we show example posts and elaborate
on them in the following:

Modifying LMs: Several cases require modifica-
tion, such as separating multiple LMs (Posts #1
and #6), fixing LM boundaries (Posts #2 and #7),
and fixing LM type (changing “Street” to “City”
in Post #3 and “City” to “POI” in Post #8), to list
a few. Annotators modified 15 and 154 LMs in
both IDRISI-DA and IDRISI-DE, respectively.
IDRISI-RA is cleaner than IDRISI-RE as it was
labeled in-house.

Dropping LMs: Annotators dropped LMs when
they violate the LMR annotations guidelines. Cases
include organization or person entities (Posts #4

3https: //nominatim.openstreetmap.org/
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and #9), ambiguous LMs (Posts #5), nationalities,
and locational descriptions, among others. In total,
we dropped 212 and 1,986 mentions, 97 and 435 of
which are unique, from IDRISI-DA and IDRISI-
DE datasets, respectively.
Adding new LMs: Annotators added unlabeled
LMs if they are resolvable. For example, the “Pon-
tagea Health Centre” in Post #10. This resulted in
adding 27 new LMs to IDRISI-DE while no LMs
are added to IDRISI-DA.
Adding LMs to OSM: Annotators added 171 and
27 new toponyms to OSM for IDRISI-DA and
IDRISI-DE, respectively.

We ran the annotation task for ten weeks and
obtained the final IDRISI-DE and IDRISI-DA
datasets. Table 1 presents their statistics.

5 Dataset Analysis

IDRISI-D datasets inherit the geographical, do-
main, location types, temporal, informativeness,
and dialectical (for Arabic) coverage from IDRISI-
R datasets. In this section, we analyze the reli-
ability of annotations and the usefulness of post
features for the LMD task.

Reliability: To evaluate the reliability of annota-
tions in Phase 1, we compute the Inter-Annotator
Agreement (IAA) using Cohen’s Kappa (Cohen,
1960). We measure the IAA for the ability to
resolve LMs, i.e., whether an LM is resolvable
or not. We also compute the agreement percent-
age on the extracted toponyms from gazetteers
by the annotators for all LMs. The annotators in
Phase 1 achieved substantial and almost perfect
Cohen’s Kappa scores of approximately 0.90 and
0.83 for IDRISI-DA and IDRISI-DE datasets,
respectively. The raw agreement percentages are
around 97.98% and 93.50% for IDRISI-DA and
IDRISI-DE datasets, respectively. These results
statistically demonstrate the high quality and reli-
ability of annotations of IDRISI-D datasets. To
further increase the quality of the datasets, we re-
solved the disagreement cases in the subsequent
annotation phases 2 and 3.

Usefulness of Features: Table 4 shows the per-
centages of features’ presence in posts and the per-
centages of useful features. We show the statistics
for: (i) “ALL”: all types of LMs in the datasets, (ii)
“Coarse”: the coarse-grained LMs including coun-
tries, cities, states, counties, districts, and neigh-
borhoods, and (iii) “Fine”: the fine-grained LMs
including streets, natural POIs, human-made POlIs.

Apparently, the “event”, “other LMs”, and “hash-
tags” are the most useful features for LMD, espe-
cially for fine-grained LMs.

Looking carefully at the annotations of features’
usefulness, we make different observations through
examples in Table 3:

Event: Knowing the event place helps in narrowing
the search space over OSM. Consequently, anno-
tators can mitigate the “Toponymic homonymy”
challenge (Suwaileh et al., 2022). In Post #1, all
results for “J.)1 s, 55" ¢ L7 (“Corniche El Nile
Street”) in Post #1 are not within “Cairo” where
the “Cairo BMB 2019” event took place. Thus,
searching toponyms within the affected area results
in accurate annotations.

Other LMs: The geo-vicinity between co-
occurring LMs usually represents inclusion and
containment relationships, making the coarse-
grained LMs useful to disambiguate the fine-
grained LMs. For instance, in Post #2, “&yn”
(“Beirut” is a city) which is also a hash-
tag is helpful for accurately disambiguating
“ sl madll aails” (“Saint George Hospital”
is a human Point-of-Interest). Similarly, in Post
#4, “Nebraska” (State) was useful to distinguish
“Elkhorn River” (Human Point-of-Interest) from
another part of the river located in “West Virginia”
(State). Different reasons cause the low usefulness
percentages of “other LMs”. To elaborate, in cases
where the same LM appears multiple times in the
same post, the duplicates are useless for disam-
biguating each other.

Hashtags: As most hashtags indicate the
disaster event (e.g., “r\ﬁ‘\!\_ dnes sty and

G > 1 =l in posts #1 and #2), they are equally
important to the “Event” feature.

Replies: Typically, a small number of posts get
the community attention. Hence, replies are rarely
useful for LMD.

URLs: Linked web pages are useful if they elab-
orate on the geographical context of the reported
information in the post. For example, the linked
web page in Post #2 was useful for locating the
hospital. Also, “Lake Butler” in Post #4 is chal-
lenging LM. The linked Facebook page contains
“Lake Butler, FL, United States” and “Keystones
Heights” that helped the annotator to successfully
resolve this LM by their geo-proximity. The impor-
tance percentage of URLs is low as many URLs
are already broken or require a paid subscription.
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# Change Post text

I Separate LMs gl 3 olbibeall faie 3 Uao¥) Joow Liats Q1,031 o35 536Y Ubge » G Ui

3 Modify type Street—City B, M oL L5 sae Jwy @SN L) Cay &lae YW G L

4 Drop ORG e mers S Godl BNE] - gy s e Ol Gemtr g s ¢ 2L

5 Drop undefined éjx...r Joal s O e flas Vo vy Yy

6 Separate LMs Please join us for Hurricane Maria relief this Saturday on Melrose St btwn
Buchwick & Broadway ...

7 Modify offsets The University of Nebraska Omaha Love Your Melon Crew sure knows how
to make kids happy ... #MealsThatHeal

8 Modify type Amidst applause, Canadas rescue team arrives in
Mexico City Airportc;;,—,por on Saturday #earthquake #CASDDA
via [user_mention]

9 Drop ORG Rosen Hotels & Resorts in Orlando announces availability of 30 guestrooms
at [user_mention] for #Hurricanelrma evacuees...

10 Add LM Pontagea Health Centre in Beira, #Mozambique, was partially destroyed by

#Cycloneldai, ...

Table 2: Examples of issues and corrections in LMD annotations. Bold text is the annotated LMs in IDRISI-R.
Underlined text is the corrected LMs in IDRISI-D.

#  Useful features Post text
1 Event, Other LMs, C\Lu\ Lals L (G O2jla ) L A, o8 gl sl Ll §)1sY1 ks
Hashtag. . N e
2 Other LMs, Hash- Gop#t 3 _psersle (uadl] Lidles o a8 Jlos 3 ound B laisly ...
tag & URL https:/t.co/7TSAALORVIW
3 None Sondt b las] Jyam J8 Slesgidl dal J8ls o Sl i 292y 225 s
4  Other LMs Human remains discovered along Elkhorn River after flooding, sheriff says
https://buff.ly/2CEShla #Nebraska
5 URL In the wake of Hurricane Irma, we’ve planned a food distribution event in
Lake Butler to help anyone affected by... fb.me/2fbeOb4YE
6 None Labatt to help those affected by Fort McMurray wildfire [...]

#FortMcMurray #L.CBO

Table 3: Example posts showing the usefulness of different features for the LMD annotation. Underlined and bold
text indicate the LMs and features, respectively.

It is worth noting here that the coarse-grained 6 Benchmarking Experiments
LMs are usually easy to disambiguate without ex-
ploiting any features (e.g., posts #3 and #6).

In this section, we discuss the experimental setup
and results of benchmarking IDRISI-D.
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Loctype Event Hashtags URLs Replies Other LMs Entities
IDRISI-DE
~ Al 100.0% 63.9% 37.0% 0.4% 673%  31.2%
g Fine 100.0% 64.0% 34.3% 2.7% 65.5%  31.9%
M Coarse 100.0% 63.9% 37.2% 0.3% 67.7%  31.2%
o Al 98.4% 327%  3.9% 5.0% 38.3% 5.6%
‘*E Fine 94.0% 54.7% 28.2% 0.0% 66.9% 12.3%
5 Coarse 98.8% 309% 21%  32.1% 36.0% 5.1%
IDRISI-DA
~ Al 100.0% 56.6% 419%  27.7% 427%  34.8%
g Fine 100.0% 77.5% 53.5%  59.8% 74.6%  63.8%
M Coarse 100.0% 50.6% 38.4%  17.8% 327%  25.8%
o Al 63.2% 222%  2.6% 0.9% 23.1% 2.0%
‘*QE; Fine 89.8% 212%  3.6% 0.6% 19.8% 1.0%
5 Coarse 54.4% 224%  2.0% 1.2% 24.8% 2.5%

Table 4: Statistics of the LMD features in IDRISI-D dataset.

6.1 Evaluation Setup

This section presents the learning models and the
evaluation strategy we used to benchmark our
IDRISI-D datasets.

6.1.1 Learning models

We train our own BERT-based models. We further
employ retrieval- and heuristic-based off-the-shelf
LMD baselines.

BERT/p: We fine-tuned the BERT-LARGE-
CASED (Devlin et al., 2019) and MAR-
BERT (Abdul-Mageed et al., 2021) models
in sequence classification mode for English and
Arabic LMD, respectively. To augment negative
examples, we issue every gold LM against OSM
and pick the top toponym that does not match it.
We add only one negative example to balance the
training data.

NOMINATIM (NOMIN): A search engine to search
OSM data by name and address. We note that none
of the existing studies compare their approaches
against gazetteer search APIs (Nominatim, 2023).
GEOLOCATOR2 (GEOL2): CMU-geolocator is
an off-the-shelf LMP system that considers the hier-
archy of location mentions in posts when resolving
them (Zhang and Gelernter, 2014).
GEOLOCATOR3 (GEOL3): An improved version
of CMU-geolocator that uses the population to post-
filter retrieved results from Nominatim (Zhang and
Gelernter, 2014).

GEOPARSEPY (GEOPY): A trained SVM model
on gazetteer-based features including location type,
population, and alternative names (Middleton et al.,

2018).

It is worth mentioning that GEOL and GEOPY
employ NOMIN and apply post-filters on top of
it. Additionally, when benchmarking IDRISI-DA,
we exclude GEOPY as it is incapable of process-
ing Arabic text. We also note that we could not
employ the disaster-specific LMD models, except
GEOPY, as they are nonpublic. Re-implementation
is not handy due to the lack of several technical
details and the unavailability of their evaluation
datasets (Jiet al., 2016; Xu et al., 2019).

6.1.2 Evaluation Measures and Strategy

Inspired by the evaluation of user geolocation
task (Mourad et al., 2019), we leniently evaluate
LMD systems using hierarchical evaluation; how-
ever, we adopt three major changes. First, we use
exhaustive locational levels including country, state,
county, city, district, neighborhood, street, and POL.
Second, we propagate errors from higher to lower
levels. Third, we compute ranking evaluation mea-
sures, i.e., M RRQr not classification or distance-
based measures. In this work, we set 7 = 1,% but
we can use different values when perceiving the
task as ranking.

6.2 Results and Discussion

In this section, we benchmark IDRISI-D using
off-the-shelf LMD models and our own BERT 3/ p

*The M RRQ1 is equivalent to the accuracy measure for
classification since for every LM, we have only one correct
toponym.
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model. Table 5 shows the M RRQ1 results over
IDRISI-D datasets.

System CrY STA CoON CTY STR POI
IDRISI-DA

GEOL2 0.45 0.08 0.00 0.03 0.00 0.01
GEOL3 0.44 0.07 0.00 0.02 0.00 0.01
NOMIN 0.43 0.22 0.03 0.17 0.13 0.11
BERT;p/p 045 049 0.10 0.34 0.42 0.28
IDRISI-DE

GEOL2 0.85 0.60 0.32 0.24 0.02 0.02
GEOL3 0.83 0.61 0.31 0.24 0.02 0.02
GEOPY 0.64 0.32 0.14 0.09 0.00 0.00
NOMIN 0.81 0.66 0.38 0.36 0.24 0.07
BERTLp 0.73 0.61 0.29 0.28 0.14 0.07

Table 5: The results for the LMD models on IDRISI-
DE and IDRISI-DA datasets. “CRY,” “STA,” “CON,”
“CTY,” “STR,” and “PoI1” refer to COUNTRY, STATE,
COUNTY, CITY, STREET, and POINT-OF-INTEREST
evaluation levels, respectively

Arabic LMD: The GEOL systems show high per-
formance at COUNTRY level. However, their per-
formance is comparable to the BERT s p model.
GEOL systems fail at the fine-grained evaluation
levels as they employ the GeoNames gazetteer that
does not support Arabic for fine-grained locations.
The NOMIN baseline is showing the best results
among baselines, but it fails to outperform the
BERT,/p at all evaluation levels.

English LMD: 1t is evident that the post-filters that
are employed by GEOL and GEOPY are not effec-
tive for all evaluation levels, except for the COUN-
TRY level making the raw results from NOMIN
more accurate. GEOL systems show the best results
for the COUNTRY level, but their performance de-
creases against the BERT 3y p model at finer evalu-
ation levels including STATE, CITY, STREET and
Po1. NOMIN is the top model at almost all evalua-
tion levels. The BERT, 3, p model managed to com-
pete with NOMIN at only the POI evaluation level,
which counts for the BERT s p as the fine-grained
LMs are harder to disambiguate and they are of
interest to the response authorities in the disaster
domain (Kropczynski et al., 2018). The results also
confirm that disambiguating fine-grained LMs is
more challenging than coarse-grained LMs.

7 Research Use Cases

Releasing IDRISI-D enables research on disaster-
specific and generic geolocation applications that

we discuss below:

Event/incident detection: While LMs indicate
where events and incidents took place (Hu and
Wang, 2021), IDRISI-D datasets with their re-
solved LMs could serve event/incident detect mod-
els that exploit geospatial features.

Relevance filtering: While LMs increase the likeli-
hood of microblogs being relevant and informative
with regard to the disaster events (De Albuquerque
et al., 2015), IDRISI-D can enable research on rel-
evance filtering approaches that utilize geospatial
information.

Geolocation applications: While the LMP tasks
play a key role in tackling all of the geolocation
tasks (e.g., predicting post location (Ozdikis et al.,
2019), inferring user location (Luo et al., 2020),
modeling user movement (Wu et al., 2022), etc.)
that employ textual features (Zheng et al., 2018),
IDRISI-D is an invaluable resource for tackling
all these tasks.

Geographical retrieval: The geographical infor-
mation retrieval (GIR) systems are concerned with
extracting spatial information alongside the rele-
vant multimodal data to the user information need.
IDRISI-D could empower the GIR retrieval tech-
niques that rely on applying LMP tasks over queries
and documents (Garcia-Cumbreras et al., 2009).

8 Challenges

Compared to gazetteers, posts over social media
contain informal language, misspellings, grammar
mistakes, shortened words, and slang, causing the
so-called mismatch challenge (Han et al., 2013).
Table 6 presents different types of issues in the
following with examples in Table 6:

Nicknames: Some places have common nick-
names used by locals. For example, in Post #1,

Ca 2

“osesle madll ailes” isnamed “p g ) adis”
Also, Chennai is nicknamed “The Detroit of India"
in Post #2. The nicknames often do not exist in the
gazetteers.

Abbreviations: Short names of places are prevalent
on Twitter due to the character limit of posts. For
example, “iKLdV” (Kingdom) in Post #3 is abbrevia-

tion of &gaudl &y &) &KLt (Kingdom of Saudi Ara-
bia). Also, “T. Nagar" and “GM Chetty Road" are
abbreviations of “Theagaraya Nagar" and “Gopathi
Narayanaswami Chetty", respectively, in Post #4.

Misspellings: Misspellings and grammar mis-
takes are common over Twitter. For instance,
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T# Challenge Post text

1 Nicknames

ot Lo ol# aaildl J Lie? dlag o ) S E;JKC.;)J‘

2 #ChennaiFloods sad to see the state of city. Detroit of India is
suffering. Hv personal experienced.

3 Abbreviations

)y ookl b e U] 5 Uy, o8 gl BLoYL SR slasdU L

Sl el e e 7 fe olsis Al

4 Anyone around T. Nagar, needing shelter or food, can approach
the Gurudwara on GM Chetty Road #Chennai

5 Misspelling

VL ol it aadl £ G bl s .

6 Medical students of shri ramchandra medical college in chennai
stranded without supplies. Need help.

7 Shortcuts

8 sm 1

help providing water 50
Charitable Trust.safe.2/4,1st cross st,3rd

o1 5 il 9 iy el Y1 3 g Al Gl e e Ole b G

children @Lawrence
avenue,AshokNagar-

LakshmanSruti #ChennaiFloods

Table 6: Example posts illustrating the challenges of processing user-generated content for the LMD task. LMs with

issues are underlined in text.

“aadl g7 and “ LUl 2" in Post #5 should be writ-
ten as ‘:Z;'a.yﬂ‘ # (with 3 taa marbuta letter) and
“obUWl 2" (Wlth space), respectively. Also, “shri
ramchandra medical college" in Post #6 should be
written as “sri ramchandra medical college".

Shortcuts: Users tend to use shortened words due
to the character limit of posts. For example, “.L”

and “.4” in Post #7 refer to ““. 3, _L” (road in English)
and “. s , 45 (bridge in English), respectively. Also,
using “st” instead of “road”, in Post #8. Also, using
“@” symbol instead of the literal “at” prepositions
in the same post.

Capitalization: Users tend to ignore capitaliza-
tion when writing posts (e.g., “chennai" instead
of “Chennai" in Post #6.

Dialectics and varieties: “. s , 5 (bridge in En-
glish) in Post #7 is the dialectical (e.g., Egyptian)
form of . in Modern Standard Arabic (MSA).

9 Conclusion

This paper contributes towards a crucial task, i.e.,
Location Mention Disambiguation in the crisis
management domain. We introduced IDRISI-D,

the first Arabic and the largest to date English LMD
datasets.The LMD annotations that are of high re-
liability indicating the usefulness of the dataset.
A key characteristic of IDRISI-D is the annota-
tions of features’ usefulness that we anticipate to
guide the development of LMD tools. Our bench-
marking results show the competitiveness of simple
exact matching (NOMINATIM) and the promising
performance of contextual features (BERT/p)
for learning LMD. We release the datasets and the
evaluation script for the research community. The
future directions are two-fold: (i) enhancing the
representation of LMs and toponyms for robust
LMD learning, and (ii) employing advanced learn-
ing algorithms.

166



Limitations

There are a few shortcomings that we discuss be-
low:

Twitter API Accessibility: Recently, X platform
have re-envisioned its business model imposing
more restrictions on the API accessibility for the
research community. Although X data is extremely
useful for disaster management, we expect less at-
tention from the academic researchers to develop
LMD systems that are specific for X platform. Nev-
ertheless, IDRISI-D is invaluable resource for de-
veloping LMD systems that process user-generated
content, specifically the data from microblogging
platforms.

Underrepresented fine-grained LMs: Although
we had chosen a careful sampling method, akin to
the existing LMD datasets, the fine-grained LMs
are yet underrepresented which forms a major limi-
tation in IDRISI-D.

Temporary locations: Temporary facilities (i.e.,
medical camps, shelters, etc.) are constructed dur-
ing emergencies to provide resources and support
for the affected people. The names of these loca-
tions could change during emergencies. For exam-
ple, allocating a specific school as a shelter and
giving it a new expressive name (e.g., “main shel-
ter”’). Once the disaster event is over, the school
will return to providing its original services. The
difficulty of these temporary locations lies in their
need for context when resolved. Although they are
important for the affected people and response au-
thorities, not all of them are labeled in IDRISI-D.

Ethics Statement

Although the X platform allows users to disable
the geo-tagging features to protect their privacy,
“even well-informed and rational individuals cannot
appropriately self-manage their privacy” (Solove,
2012). There are situations where extracting ge-
olocation data can be justified for the greater good
such as during natural disasters when the focus
is on saving lives and providing essential support.
Therefore, any resources and tools must preserve
the users’ privacy and safety, especially during crit-
ical situations that could risk people’s lives (e.g.,
conflicts and wars). Consequently, we have de-
identified the data to protect users’ privacy.” We
further release the data for research purposes only
under the Creative Commons Attribution 4.0 Inter-

SNewTab. html

national License. Above all, we affirm that systems
developed using IDRISI-D datasets must imple-
ment appropriate mechanisms to safeguard user
privacy.
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