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Abstract

The Ojibwe language has several dialects
that vary to some degree in both spoken
and written form. We present a method
of using support vector machines to classify
two different dialects (Eastern and Southwest-
ern Ojibwe) using a very small corpus of
text. Classification accuracy at the sentence
level is 90% across a five-fold cross vali-
dation and 72% when the sentence-trained
model is applied to a data set of individual
words. Our code and the word level data set
are released openly at https://github.com/evan-
person/OjibweDialect.

1 Introduction

The Ojibwe language is an Indigenous language
of the Great Lakes region of Turtle Island (North
America) and is also known by many other names
such as Chippewa, Ojibwemowin, Anishinaabe,
and Anishinaabemowin. Anishinaabemowin can
also refer to the closely related tongues Potawatomi,
Algonquin and Odawa. An Algonquian language,
Ojibwe and its many sub-dialects can be mapped
geographically. Though traditionally understood
to be a prestigious language spoken by several
Peoples trading or living with/near the Ojibwe,
currently, Ojibwe is mostly spoken by Ojibwe
people. While many Ojibwe live on reservations
and reserves of sovereign Ojibwe Tribes/First Na-
tions across Anishinaabewaki, Anishinaabe coun-
try, many also live in towns and cities outside of
reservations and reserves.

The number of native-level fluent speakers is un-
fortunately fast dwindling. It is estimated that there
are around 50 native-level fluent speakers living
today south of the Medicine Line (the American-
Canadian border), virtually all of whom are Elders
(Burnette, 2023). Most of these 50 older speak-
ers are living on two reservations. There are at
least 10,000 fluent speakers north of the Medicine
Line, many of whom are also older (Pangowish,
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Figure 1: 2007 distribution of Anishinaabemowin speak-
ers on Turtle Island, including Ojibwe and sister lan-
guages such as Potawatomi and Algonquin. From Lip-
pert (2007)

2023). The approximate distribution of current
Anishinaabemowin speakers is shown in Figure 1.
According to the U.S. Census Bureau (2011) and
Canadian Encyclopedia (Bishop, 2019), there are
about 330,000 Ojibwe living in Anishinaabewaki,
conservatively making around 3% of the Ojibwe
population fluent speakers.

There are many efforts in place to try and stem
Ojibwe’s decline. Passing along the knowledge
and practice of speaking the Ojibwe language is
an important part of maintaining Ojibwe culture;
language is identified as one of the four pillars of In-
digenous Peoplehood by Holm et al. (2003) along
with ceremonies, land, and sacred history. Some
say Ojibwe identity itself is at risk if the language is
no longer spoken (Hartwig, 2012; Mclnnes, 2014)
and therefore Ojibwemowin revitalization is one of
the highest priorities for many language warriors.
Language courses, as well as immersion and spend-
ing time with Elders, have been traditional tools
of revitalizing Anishinaabemowin (Pitawanakwat,
2018). Over the past couple decades, there have
also been efforts to use more media technology as
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a tool for revitalizing the language (Hermes and
King, 2013). Our work builds on this history.

The rest of this paper is organized as follows.
Section 2 is split into three sub-sections: author
and paper backgrounds are briefly reviewed in Sec-
tion 2.1, a brief overview of Ojibwe dialects is
covered in Section 2.2, and a review of related
work is presented in Section 2.3. Methodology
used and discussion of the written corpus used is
presented in Section 3. A discussion of results is
included in Section 4. We summarize our work in
Section 5. We discuss the limitations of this work
in the Limitations section and share some of the
ethical concerns raised by this work in the Ethical
Statement. Finally, we recognize and give thanks
to the people who made this work possible in the
Acknowledgements.

2 Background
2.1 Positionality

This work was performed as a collaboration be-
tween two of the authors (Hartwig and Lucas) as
an exploratory work looking at ways that Natural
Language Processing (NLP) tools could be used to
aid Ojibwe language learners. The first discussions
held between authors tried to address connections
between the needs and interests of people work-
ing in Ojibwe language education and capabilities
of NLP methods that work with limited text and
varied dialects. To help capture background of the
authors, we have included the following positional-
ity statements:

» Mishkwaa-desi Kalvin Hartwig is a Member
of the Sault Sainte Marie Tribe of Chippewa
Indians. He serves as an independent film-
maker as well as the Anishinaabemowin
gikinoo’amaagewin weninang / Anishinaabe
language-culture coordinator for the Red Cliff
Band of Lake Superior Chippewa Indians. He
is not fluent in Ojibwe, but has been actively
learning it.

Evan Lucas is a White American who works

as a graduate student studying NLP.

* Timothy Havens is a White American profes-
sor of computer science with research inter-
ests in challenging Al problems.

2.2 Ojibwe dialects

Across the geographic range shown in Figure 1,
there are several dialects found (Valentine, 1994,
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Rhodes, 2006). Teachers and speakers of other di-
alects often consider Eastern Ojibwe and Odawa
to be either one in the same or at least very similar.
For this paper, we use “Eastern” to refer to Eastern
Ojibwe, Odawa, or both. We decided to compare
Eastern to the dialect of Southwestern Ojibwe; each
having differences in spelling, some grammar rules,
and sometimes morphological word construction
(Nichols, 1980; Valentine, 2001a). A reader with
familiarity in one dialect, but not another, may be
unfamiliar with some of the word forms used in
a different dialect. Having a tool to help identify
dialects may be helpful to a language learner who
may be reading a work in a different dialect, want
to understand relationships between different di-
alects, and/or want to use spelling and grammar
styles more aligned with a given dialect. Hartwig
has witnessed learners of one dialect unwittingly
use resources from another dialect, which may lead
to confusion around spelling and grammar, but with
the right guidance such confusion may be allevi-
ated. Research with Indigenous Peoples should
be a part of a reciprocal relationship, where work
is done to benefit the People providing informa-
tion by answering questions and exploring topics
highlighted by the given Indigenous People (Smith,
2021).

Ojibwe is an oral language, but multiple writ-
ing systems have been developed to transcribe it
(Treuer, 2010). Ojibwe have used pictographs and
similar symbols to write out stories for an unknown
period of time. As missionaries and others came
to Anishinaabewaki, however, such newcomers de-
cided to develop writing systems for the Ojibwe
language. Various writing systems were created,
including ones based on syllabics and others with
Latin script. Roman character-based writing sys-
tems are most commonly used today, with the Fiero
/ double vowel / long vowel orthography being the
most popularly used by Ojibwe language educators
(Ningewance, 1999). For this reason, this paper
will use examples written using the long vowel
system.

2.3 Related work

Much of the computational language work that has
been performed with Indigenous languages is rule-
based (Mager et al., 2018), which often requires
expert knowledge. Despite this, there have been
attempts to use unsupervised learning methods to
learn morphology of Indigenous languages with



some success (Johnson and Martin, 2003). One
notable example of a rule-based system that is de-
signed for an Anishinaabe dialect is the construc-
tion of a morphological parser for Odawa (Bowers
et al., 2017).

El Mekki et al. (2020) performs fusion between
an n-gram based support vector machine (SVM)
(Cortes and Vapnik, 1995) and a BERT (Devlin
et al., 2019) model trained on Arabic to determine
dialect across many countries and regions. The n-
grams are computed at the word and character level
and are normalized using term-frequency inverse
document frequency (TF-IDF) before being used in
the SVM.

Himéldinen et al. (2021) also performs fusion be-
tween dialect classification models; however, their
approach uses both text and audio as inputs and
is focused on classifying 23 separate dialects of
Finnish. A BERT model trained on Finnish is used
to handle the text inputs, which are split at the
sentence level.

Salameh et al. (2018) looks at the problem of
Arabic dialect identification, introducing a commis-
sioned data set that contains common phrases in
dialects from different cities. They find that us-
ing character n-grams as well as individual words
is a preferred method of featurizing inputs for
sentence-level dialect determination with a Multi-
nomial Naive Bayes classifier.

A deep learning approach utilizing pre-trained
models was not considered for this work, due to the
relatively small amount of text collected and the dif-
ficulty in transferring a deep learning model trained
in one language to another. It has been noted by
Singh et al. (2019) that tokenizers trained on one
language do not necessarily transfer to another lan-
guage efficiently. Another work (Maronikolakis
et al., 2021) found that when transferring language
models between languages, unless the tokenizer
was re-trained, it was less efficient on the new lan-
guage and required far more tokens to represent the
same length of text.

3 Method
3.1 Text used

Several stories in Manitoulin Island varieties of
Eastern Anishinaabemowin (Corbiere and Jones,
2012) and several stories from Volume 8 of the
Oshkaabewis Native Journal (Treuer et al., 2012)
for Southwestern Ojibwe were used for this work.
Permission to use each of the works was granted
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from the respective editors. Additionally, dictio-
naries (Child and Nichols, 2012; Naokwegijig-
Corbiere and Valentine, 2015) for each of the di-
alects were used to create a word list of common
words that could also be used to evaluate the dialect
classification model.

The amount of text used is quite small—611 sen-
tences of Southwestern Ojibwe and 434 sentences
of Eastern—which limits the use of deep learn-
ing methods that require large bodies of text from
which to learn. For this reason, SVM’s were cho-
sen as a method appropriate for classifying small
bodies of text, which are sometimes referred to
as low-resource use-cases. Some sample statistics
from both sets of text are included in Appendix B.

3.2 Text processing and model selection

Following the work of Hédmildinen et al. (2021)
and El Mekki et al. (2020), the problem is formu-
lated as a dialect prediction for an arbitrary number
of sentences. Based on these works, an SVM using
character n-grams is utilized with n-gram features
combined between the relevant sentences. Stochas-
tic gradient descent was used to train the model,
minimizing hinge loss. The SVM implementation
written by Pedregosa et al. (2011) was used for this
work. N-grams were generated by splitting each
word into all possible sets of n characters and were
combined for varying numbers of sentences. For
example, the word aaniin contains the unigrams of
a, n and i; the bigrams of aa, an, ni, ii and in; and so
on for three and four character combinations. Since
each sentence could not possibly contain all of the
n-grams in the entire text, and because SVM’s re-
quire a consistent input feature set, all possible
n-grams were found from the two combined sets
of text and an n-gram dictionary with zero values
for all n-grams was used to initialize each sentence
set.

These n-grams were counted for each set of sen-
tences and analyzed with the SVM. The two sets of
text were randomly split into five parts, maintain-
ing an equal proportion of each dialect in each split,
and cross validation was performed; the model was
trained on four folds of the data and the unseen
fifth was used to validate the model.



Table 1: Model performance as a function of number of
sentences used to infer dialect

Number of grouped | Accuracy
sentences

1 0.90

2 0.95

3 0.98

4 0.98

5 0.97

4 Results

4.1 Sentence level model training and
evaluation

The number of correct and incorrect predictions
were summed across all five validation folds and
the resulting average accuracy, weighted by class
membership, is presented in Table 1. The com-
putation and counting of n-grams was performed
using single sentences up to groupings of five sen-
tences. By grouping more sentences together, a
wider sample of word parts is captured and allows
the model to more easily predict which dialect is
present, which is indicated by our results. In our
tests, we were able to achieve nearly zero errors
with five sentences being used to compute each set
of n-grams.

4.2 Interpretability of model

One advantage of using an SVM is that the model
weights—i.e., the support vector weights—can be
used to understand which features are most influ-
ential. In the case of our problem, we are able to
associate the n-grams with the highest weights to
those that are (based on the training data) most as-
sociated with a given dialect. The presence of a
given n-gram does not indicate dialect alone, but
indicates that a word or sentence containing that
n-gram is more likely to belong to a given dialect.
The n-grams most associated with each dialect are
given in Table 2 and are drawn from the full data
set averaged across five folds, and considering all
n-grams from single characters up to 4-grams.
Eastern began to reduce unstressed vowels in
the early part of the twentieth century (Bloomfield,
1957), and Eastern speakers are often playfully
joked about as being vowel droppers. Many vowel-
less n-grams, such as bn picked up by our model
for Eastern, would be rarer to find in Southwestern
Ojibwe. Several examples of vowel dropping can
be found in the word list included in Appendix C
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Table 2: Top ten n-grams most associated with each
dialect

N-grams most asso- | N-grams most associ-
ciated with Eastern | ated with Southwest-
Ojibwe ern Ojibwe

bn ay

bm aye

wi in

00 izhi

ed iz

iinw izh

gs gay

booz gaye

boo ye

hoo ina

such as the word for otfer being ngig in Eastern
and nigig in Southwestern.

It is possible that we are observing aspects other
than dialect in our analysis, such as the language
preferences of the authors of our given texts. For
example, the discourse marker izhi, meaning ‘and
so’, 1s noted by Fairbanks (2016) as being more fre-
quently used by first language speakers of Ojibwe
than second language speakers (among other dis-
course markers). However, it is also possible that
izhi has, much like certain vowels, fallen out of
common use in Eastern; determining the answer to
this question is outside of the scope of our work
and is something that could be explored in future
collaborations with Anishinaabe language keepers.
To address whether our model is overfitting to lan-
guage preferences rather than aspects of dialect,
using writings from a wider range of authors could
be used.

4.3 Applying sentence level model to
individual words

To further evaluate the model developed, a small
dictionary of 50 common words that differ in
spelling between Eastern and Southwestern Ojibwe
was compiled. Applying the model from the sen-
tence level training to evaluation on word level in-
puts is an interesting experiment in model transfer
and has practical value; as many language learners
will encounter unknown words and may want to
determine what dialect they are originating from.
Each individual word from this dictionary was eval-
uated using the model trained on groups of five
sentences. The model was found to be 72% accu-
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Figure 2: Confusion matrix of individual word predic-
tions using sentence-trained SVM

rate. A confusion matrix of the word predictions is
presented in Figure 2, which shows that the model
does not favor either dialect. Due to multiple com-
mon words being used in Eastern for some of the
selected words, three words of Southwestern are
repeated and not included in the confusion matrix.
The full results of this study, including each word
used and its predicted dialect, can be found in Ap-
pendix C. We considered repeating the sentence
level experiment with the individual words, but
found that our dictionary was insufficiently small.

5 Conclusions

In this work, we have proposed and evaluated a
method for identifying dialects in Ojibwe given a
small set of labeled examples. We showed that our
method is 90% accurate at the single-sentence level
and higher still at the multi-sentence scale. We also
achieved a 72% accuracy when the sentence-level
model was applied to a selected set of individual
words. The model proposed also offers insight into
how dialects are classified by the model, demon-
strated by explaining the significance of some of
the n-grams found to be most significant in deter-
mining dialect. This aspect of interpretability could
offer language learners insight into features differ-
entiating written dialects as well as providing a tool
to help determine the dialect of unfamiliar text.

Limitations

This work focuses on using computational tools
to determine dialect based on a small quantity of
writings of a spoken language, using a writing sys-
tem that was adapted recently, rather than one that
evolved alongside the language for thousands of
years. This limitation in orthography leads to dif-
ferences in character usage, frequently between
dialects (which is helpful for this problem), but
there is also variation also within dialects depend-
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ing on the author. For example, different writers
will use different methods of transcribing a nasal
sound; Eastern tends to use nA for nasal sounds in
the middle of a word, although some writers will
use a capital N. Southwestern Anishinaabemowin
tends to use ny, ns or nz for these same nasal sounds
within words. As noted by Valentine (2001b), there
are variations in language within dialects, includ-
ing age-stratified language proficiency, where older
speakers tend to be more fluent than younger ones,
largely due to differences in opportunities to learn
the language. These differences might be detected
and interpreted as dialect differences if the diver-
sity in writers is not comparable between the two
sets of texts being compared. Additionally, an in-
dividual’s word choice may change depending on
their gender or occupation (Valentine, 2001b), and
having only a small sample of writings does not
allow us to capture these differences well. To test
how much our model is learning author preferences
over dialects, using some writings from authors not
included in the training data would provide some
insight. Future work could do a better job of track-
ing authorship between cross validation folds as
well as sourcing from a wider set of writers. Only
small quantities of text were used for each dialect,
which was limiting in terms of methods that could
be used. The methods utilized in this paper could
be easily applied to minority languages that do not
have large quantities of written text available, of
course, with permission from and in collaboration
with Indigenous language keepers. Our future work
could involve the collection of larger quantities of
text, which would allow the use of a wider range
of language analysis.

Ethical Statement

Some of the texts used for our samples were tran-
scribed aadizookaanan, a type of traditional story
highly revered by Ojibwe. These particular stories
are not to be spoken out loud during non-winter
months without snow on the ground. There are
particular spiritual reasons for this, and unfortunate
things can happen to individuals telling or hearing
these stories when there is no nearby snow. There-
fore, we will not write out the stories here and we
strongly encourage citation followers to heed pre-
caution. For more information, bring your tobacco
and questions to a trusted Anishinaabe knowledge
keeper.

Indigenous Peoples have experienced a long his-



tory of colonialism, including by well-meaning
researchers. Please remember that Indigenous
Peoples must maintain sovereignty over their lan-
guages, traditional stories, and other knowledge.
All research involving Indigenous knowledge, in-
cluding that for the development of generative Al,
should be done ethically in reciprocal relationships
with Indigenous Peoples. The research should also
meet their needs and wants, as described by the
given Indigenous Peoples (Smith, 2021).
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A Appendix A: Feature Scale Study

To understand the number of features being cre-
ated and used by the model, a simple scale study
was performed. Model features were counted for
various numbers of n-grams used and model per-
formance as a function of limited n-grams was
computed. To understand how many of the most
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Table 3: Overlap in top n-grams

Number  of | Number of | Combined
most common | overlapping | dictionary
n-grams used | n-grams size

100 82 118

500 348 652

1000 650 1350

All 2217 6259

Table 4: Model performance as a function of number
of sentences used per example, using truncated n-gram
dictionary with 118 n-grams.

Number of grouped | Accuracy
sentences

1 0.64

2 0.73

3 0.82

4 0.98

5 0.97

common n-grams are shared between dialects, the
n-gram dictionaries for each dialect were sorted
and compared for overlapping n-grams. The results
of this are presented in Table 3, where it can be
seen that the relative overlap in n-grams decreases
with increasing dictionary sizes. Intuitively, this
makes sense, as a common language would share
the most common features between dialects and dif-
ferences should become more apparent with larger
feature sets. To quantify the performance of our
proposed model with a very limited feature set, the
smallest truncated dictionary was used to repeat the
analysis and is presented in Table 4. Performance
with n-grams derived from single sentences is sub-
stantially lower than when using the full n-gram
dictionary, which shows how important the less
common character combinations are to identifying
the dialect present. Interestingly, when n-grams
from four sentences are combined, performance
between models is comparable.

B Appendix B: Text Statistics

To help illustrate the corpus used for this work,
some statistics are shared in Table 3.1. To help
keep the data set sizes similar, not all of the stories
from Treuer et al. (2012) were used in this work.



Table 5: Information about texts used

Text Number of | Average
sentences number of
words per
sentence
Southwestern 611 6.7
Eastern 434 7.6

C Appendix C: Full Results of Individual
Word Classification

The full table of word pairs between Eastern and
Southwestern Ojibwe is presented in Table 6. Fifty
word pairs, along with their approximate English
translation, were selected by choosing words that
a language learner might learn at an early stage in
their learning process. When multiple words are
commonly used for a similar meaning in one di-
alect but not another (for example makwa, mkwa
and mko), the table repeats the word for the dialect
without multiple common words found in the ap-
propriate dictionary. This is done for visual clarity
for the reader. Multliple words were not included
in the statistics computed in Figure 2.
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Table 6: Fifty common words that vary between Eastern and Southwestern Ojibwe and our model’s classification

Ojibwe SW dictio- | Classified by | Ojibwe E/Odawa | Classified by | English (approximate)
nary form our model as | dictionary form our model as

aaniin E aanii E hello (pc interj)

daga E bna E please (pc disc)

niin E niinii E me (n)

niin E nii E me (n)

giin E gii SW you (n)

enyanh’ E ehenh E yes (pc disc)

en’ E enh E yes (pc disc)
gaawiin SW gaa E no (pc disc)

gaawiin SW kaa E no (pc disc)

wiindan SW waawiindaan E name (vti)
izhinikaazowin SW zhnikaazwin E name (n)
minawaanigozi SW mnowaan’ gozi E is happy (vai)
izhinaagozi SW zhinaagzi E look a certain way (vta)
izhinaagwad SW zhinaagot SW look a certain way (vti)
ojiim SW jiimaa SwW kiss (vta)

ojiindan SW jiindaan SW kiss (vti)

wiiisini SW wiisni E eat (vai)

amo E mwaa E eat (vta)

minikwe SW mnikwe E drink(vai)
aabitoojiin SW aabtoojiinaa E hug around middle (vta)
giziibiiga’an SW gziibiignaan E wash something (vti)
opin SW pin SW potato (n)
manoomin SW mnoomin E wild rice (n)
mishiimin SW mshiimin E apple (n)

odaabaan SW daabaan SW car (n)

makwa SW mkwa E bear(n)

makwa SW mKko E bear (n)

ma’iingan SW m’iingan SW wolf (n)

nigig SW ngig SW otter (n)

mooz E moos E moose (n)
waawaashkeshi E waawaashkesh E white-tailed deer (n)
giingoo E giigoonh E fish (n)

ogaa SW gawaak SwW walleye / pickerel (n)
adikameg SW dikmek E whitefish (n)

mitig SW mtik E tree (n)

nagamo E n’gamo E sing (vai)

giiwese SW giiwse E hunt (vai)
baashkigizige SW baashkzige E shoot (vai)
agindaaso SW n’gidaaso SW read (vai)
babaamose SW bbaamse E walk about (vai)
bikwaakwad SW bkwaakwat E ball (n)

gimiwan SW gmiwan SwW rain (n)

waabooz E waaboos E rabbit (n)
bakwezhigan SW bkwezhgan E bread (n)
waasechigan SW waasechgan SW window (n)
wewebizo SW wewebza E swing (vai)
akwaandawe SW kwaandw E climb (vai)

bagizo SW bgiza Ch SW swim (vai)




