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Abstract

Named Entity Recognition is a crucial step
to ensure good quality performance of several
Natural Language Processing applications and
tools, including machine translation and infor-
mation retrieval. Moreover, it is considered as
a fundamental module of many Natural Lan-
guage Understanding tasks such as question-
answering systems. This paper presents a first
study on NER for an under-represented Indige-
nous Inuit language of Canada, Inuktitut, which
lacks linguistic resources and large labeled data.
Our proposed NER model for Inuktitut is built
by transferring linguistic characteristics from
English to Inuktitut, based on either rules or
bilingual word embeddings. We provide an
empirical study based on a comparison with
the state of the art models and as well as in-
trinsic and extrinsic evaluations. In terms of
Recall, Precision and F-score, the obtained re-
sults show the effectiveness of the proposed
NER methods. Furthermore, it improved the
performance of Inuktitut-English Neural Ma-
chine Translation.

1 Introduction

In recent years, Artificial Intelligence has recently
gained much attention in research and development,
particularly when applied to the field of Natural
Language Processing (NLP) and Human Language
Technologies. This paper focuses on Named Enti-
ties Recognition (NER), one of the crucial tasks in
several NLP applications and resources. The latter
consists in identifying and classifying the names
of the specified categories according to predefined
semantic types, such as, the names of people, the
place, the organization and the numerical expres-
sions, in particular, the currency, the date and the
percentage (Nadeau and Sekine, 2007). NER being
among the most important tasks of NLP; however,
the success of such models is highly dependent
on the amount of available annotated data, which
is scarce and difficult to obtain. Furthermore, be-

cause of the unavailability of annotated data, it
is more difficult to apply these NLP methods to
low resourced languages and domains, such as
Inuktitut, one of the main Indigenous languages
in North America and the Canadian Arctic, and
part of a larger Inuit language family, stretching
from Alaska to Greenland1.

According to UNESCO, 75% of Indigenous lan-
guages are threatened with extinction, and language
loss is currently occurring at an accelerating rate
due to globalization. Therefore, the revitalization
of endangered languages has become an important
task for the preservation of cultural diversity on our
planet (Bird, 2020).

In our research, we are interested in Inuktitut.
Our main objective in this framework is to address
the linguistic challenges and to detect named enti-
ties for this language through the following contri-
butions:

• Explore the NER task for the Inuktitut lan-
guage. To our knowledge, works on this task
in related with Indigenous languages such as
Inuktitut are rare, or non-existent. Therefore,
our study will be the first to be carried out for
this task.

• Perform a comparative study between two
methods, using: (i) rule-based projection
based on a morphological analyzer and a word
aligner; and (ii) bilingual word embeddings
based on semantic similarity in a bilingual
vector space.

• Build an annotated corpus in Inuktitut for the
NER task. This corpus will contribute to fu-
ture work for various subfields of NLP, namely
information retrieval, neural machine trans-
lation, and conversational agents (chatbots).

1https://www.thecanadianencyclopedia.ca/en/
article/inuktitut
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Also, this work would contribute to the preser-
vation and revitalization of the Inuktitut as
well as other (related) Indigenous languages.

• Improve the performance of a Neural Ma-
chine Translation (NMT) system by including
a NER module.

The current paper is organised as follows: Sec-
tion 2 introduces Indigenous knowledge including
research on several domains such as language, cul-
ture, and identity, as well as the relevant works
in NER domain. Section 3 presents our method-
ology via several methods to deal with NER task,
and an empirical case study of the Machine Trans-
lation task including the NER. Experiments and
evaluations are presented in Sections 4 and 5. Fi-
nally, Section 6 gives some conclusions and future
research directions.

2 A dive into Indigenous Research and
NLP

Since 2020, new directions for Indigenous research
were put in place by Canada research coordinat-
ing committee2, to help Indigenous peoples and
communities partner with research fields, to sup-
port and to encourage them to conduct their own
research3. As with any culture, language is an es-
sential part of Indigenous knowledge, it is also one
of the important disciplines of Indigenous research
in Canada.

Indigenous languages in Canada have changed
and evolved over time and over generations. Like
all languages, they carry literary, cultural, tradi-
tional, but also historical values (Dorais, 1995).
One of the particularities of the Indigenous lan-
guages of Canada is that, for some, they are not
spoken elsewhere in the world and are specific to
Canada4. As a result, these languages must be
preserved because they represent one of the lin-
guistic and therefore cultural riches of Canada. It

2Canada Research Coordinating Com-
mittee: https://www.canada.ca/fr/
comite-coordination-recherche/priorites/
recherche-autochtone/plan-strategique-2019-2022.
html

3Indigenous Peoples and Communities: https:
//www.rcaanc-cirnac.gc.ca/fra/1100100013785/
1529102490303

4Indigenous languages of First Nations, Métis and Inuit:
https://www12.statcan.gc.ca/census-recensement/
2016/as-sa/98-200-x/2016022/98-200-x2016022-fra.
cfm

is mentioned in the Canadian statistics5, that the
2016 census recorded more than 70 Indigenous
languages divided into 12 language families. The
Inuit languages are considered the second Indige-
nous language family with the largest number of
speakers after the Algonquian languages. The most
used language in this linguistic family is Inukti-
tut, mainly spoken in Nunavut and Quebec. In our
research, we are particularly interested in this lan-
guage, rich and at the same time morphologicall
complex, as presented in the following section.

2.1 Linguistic challenges in Inuktitut
Indigenous languages in Canada are considered as
endangered languages, that reflect the richness of
cultures, the history of a people and the diversity of
knowledge. Inuktitut is one of the four major sets of
dialects of Inuit languages in Canada, from Alaska
to Greenland. Mainly spoken in Nunavut and Que-
bec, it is also spoken in areas of Newfoundland and
Labrador as well as in the Northwest Territories.
In 2016, the census counted 39,770 speakers, with
65% living in Nunavut and 30.8% living in Quebec.

The preservation of Inuit languages is valued
by Indigenous peoples because they are languages
that are not spoken elsewhere in the world and their
transmission to future generations is not easy. In-
deed, Statistics Canada reports that in 2006, 21.4%
of the Indigenous population reported being able to
carry on a conversation in an Indigenous language.
Nevertheless, this percentage decreased to 15.6%
in 2016.

Inuktitut is written with a syllabic system, that
said, it also has an orthography of the Roman al-
phabet and the orientation of the writing of the
sentences is done, as for French or English, from
left to right. The Inuktitut syllabary has differences
between dialects. This is because certain sounds ex-
ist in one dialect and not in the other. This feature is
also found in the spelling system or the spelling of
the Roman alphabet of the Inuktitut language, these
differences are represented by additional symbols.

The Inuktitut spelling, based on the letters of the
Roman alphabet, aims to be more faithful to the
pronunciations and specificities of the language in
order to be standardized and made more systematic
(Compton, 2021).

The Inuktitut language has a particular grammar
and fairly complex word compositions that differ-

5Census record: https://www12.statcan.gc.ca/
census-recensement/2016/as-sa/98-200-x/2016022/
98-200-x2016022-eng.cfm
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entiate it from other languages.
Example6 :
Tusaatsiarunnanngittualuujunga, that means I

don’t hear very well
That sentence word could be segmented as fol-

lows: The root Tusaa- (to hear) is followed by 5
suffixes: tsiag- (well), -junnag- (to be able), -nngit-
(negation), -tualuu- (much), -junga (first person
singular and present tesnse).

2.2 NER for Indigenous languages

In the NER task for Indigenous languages, we clas-
sify mainly two types of methods: (1) the one based
on rules, and (2) the other ones based on transfer
learning, a method that uses the knowledge ac-
quired from one task to be transferred to a second
task, recently relying heavily on deep learning. In
the first category, sets of rules are manually made
for each entity type based on context and morpho-
logical features (Fong et al., 2011). In the second
category, the transfer approach, such as in the NER
model, from rich-resource languages, is an attrac-
tive achievement, due to the large amounts of anno-
tated data available (Collobert et al., 2011; Huang
et al., 2015; Peters et al., 2018). In this research,
we propose methods that use parallel corpora or
word embeddings to project the annotation across
languages.

Recently, the state of the art of NER for low-
resource languages relies on multi-parallel corpora
or word embeddings as proposed by Ehrmann et al.
(2011), with a goal to annotate corpora in several
languages such as French, Spanish, and German. In
their research, they used the IBM model to extract
word-for-word alignments and therefore aligned
entities that represented a group of words.

Other methods used Machine Translation (MT)
to project the annotation between languages. Tiede-
mann et al. (2014) aimed to rule out noisy annota-
tion as to the source language of a parallel corpus.
They relied on manual annotation through the UD
tree bank (Universal Dependencies) combined with
MT. This combination made it possible to train
a fully lexicalized analyzer. On the other hand,
Mayhew et al. (2017) performed word-to-word or
sentence-to-sentence translation using lexicons to
translate available annotated data in rich-resource
languages.

Stengel-Eskin et al. (2019) introduced an align-
ment model based on an encoder-decoder architec-

6https://www.mustgo.com/worldlanguages/inuit/

ture, which was integrated into a MT model based
on Transformers. They evaluated the performance
of their system on the projection of NER data from
English to Chinese and outperformed the fast-align
based model in terms of F-measure.

Jain et al. (2019) proposed a system that im-
proved through three methods of entity projection:
(a) to exploit machine translation systems twice:
first, sentence translation; next, entity translation;
(b) to match entities based on spelling and phonetic
similarity; and (c) to identify matches based on dis-
tributional statistics drawn from the parallel data
set. Their approach achieved improvements on the
cross-lingual NER task and achieved state-of-the-
art F1 score for the Armenian language.

In addition, more relevant research to the NER
task on Nordic languages, are presented as under-
represented or Indigenous languages, such as Ice-
landic (Ingólfsdóttir et al., 2019), Finnish (Hou
et al., 2019; Luoma et al., 2021), Nynorsk (Jo-
hansen, 2019), Danish(Plank, 2019).

Other works, such as Azmat et al. (2020), intro-
duced a named entity annotation transfer method
also based on NMT. Their approach consists in pre-
training an NMT system, from a parallel Uyghur-
Chinese corpus. Then, the boundary informa-
tion that marks the named entities is added to the
source language sentences to re-train the previously
trained model so that it can learn to align the named
entities. The results show that their system obtains
a considerable improvement over the base model
in terms of F_measure.

Hatami et al. (2021) used the fast-align tool to
extract word matchings. Then, two heuristics were
applied to obtain alignments in both directions for
parallel English-Brazilian Portuguese data. The
latter being a low-resource language.

Xie et al. (2018) proposed a method which trains
the monolingual word embeddings, projects the
two spaces of embeddings of the words of the two
languages in the same space, translates each word
into the source language by finding the nearest
neighbor, uses MT to translate named entities.

Adelani et al. (2020, 2022) considered that the
incorporation of word embeddings represents a key
element for NER. First, they used a rule-based
method to identify named entities in addition to en-
tity lists obtained from dictionaries. Second, they
used a noise elimination technique based on the
(Hedderich and Klakow, 2018) method in order to
clean the annotated corpora automatically by the
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rule-based method. The performances shown that
their method was successful for the two Indigenous
languages of Africa: Hausa and Yoruba.

Among the methods that deal with low-resource
languages, Yohannes and Amagasa (2022) intro-
duced TigRoBERTa which was trained on corpora
in Tigrinya, an Ethiopian Semitic language. Then
they performed fine-tuning on downstream tasks
such as NER.

3 Methodology

A promising solution for NER task in low-resource
languages, without annotated data, is from rich-
resource languages using unsupervised transfer
models. Given the unavailable annotated data for
the Inuktitut and the availability of the latter in
English, the main idea of our approach is to trans-
fer the linguistic features of English to Inuktitut.
However, the main challenge of this method is the
mapping of lexical items between languages. In-
deed, this is due to differences in words and word
order across languages.

We present, here, two approaches. The first ap-
proach consists of transferring the NER annotation
from English to Inuktitut by combining rules us-
ing a morphological analyzer with word alignment;
while the second approach is based on the bilin-
gual word embeddings using a bilingual dictionary
(English-Inuktitut) that we built.

3.1 Rules-based approach

In this approach, we used word alignment informa-
tion with a morphological rule set. The main steps
consist of:

• Extracting named entities from the English
corpus. For instance, Ms. Perkison, first Leg-
islative Assembly of Nunavut.

• Performing a morphological analysis of Inuk-
titut sentences. Example: the morphological
analysis of the word Titiraqsimaningit which
means in English First is:
{titiraq:titiraq/1v}{sima:sima/1vv}
{ni:niq/2vn}{ngit:ngit/tn-nom-p-4s}. The
word ending is a tn, which means it’s a noun
ending.

• Identifying nominal groups of Inuktitut text.
For instance, in Inuktitut text, mis puukisan,
sivulliqpaami nunavuup maligaliurvinganni.

• Filtering out nominal groups that do not repre-
sent named entities, by using word alignment.

• Building a dictionary of bilingual named enti-
ties (English-Inuktitut). For instance:

– Ms. Perkison - mis puukisan - PER
– Legislative Assembly of Nunavut -

nunavuup maligaliurvinganni - ORG
– Assembly - maligaliurviup - ORG

• Building a knowledge base in the Indigenous
language (Inuktitut), which will help in carry-
ing out NLP tasks downstream and in preserv-
ing Indigenous culture.

Figure 1 illustrates the pipeline of our rule-based
method.

Figure 1: Architecture of our framework: rule-based
approach.

3.2 Bilingual word embedding-based
approach

Cross-lingual named entities is the transfer of
knowledge from a rich-resource language support-
ing many named entity tags to a low-resource lan-
guage (Ehrmann et al., 2011). In this approach,
we adopt the unsupervised transfer method based
on the bilingual word embeddings. This approach
addresses the two major challenges: how to solve
the word order problem between the languages and
effectively to perform the lexical mapping between
the two languages. The main steps consist of:

• Building a bilingual English-Inuktitut dictio-
nary.

• Recognizing named entity in English source.

• Training monolingual word embedding on
each corpus (English and Inuktitut).

• Translingual projection by performing a linear
mapping between the two monolingual word
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embeddings in the same space and using a
bilingual dictionary.

• Calculating the distance between vectors of
bilingual named entities.

• Selecting the nearest neighbor as the transla-
tion entity.

Figure 2 shows the pipeline of our word
embeddings-based approach.

Figure 2: Architecture of our framework: word
embedding-based approach.

3.3 Machine Translation Downstream Task

Inspired by (Font and Costa-Jussa, 2019), we built
an NMT framework (English-Inuktitut) by taking
advantage of pretrained word embeddings, and also
source-target alignment information as additional
feature.

First, the pretrained word embeddings are used
to initialize the embedding layers of the NMT
model, both in the encoder and the decoder. We
deal with the morphology complexity by applying
the morpheme segmentation for Inuktitut (Le and
Sadat, 2020).

Second, source-target alignment information is
incorporated in the training step. We apply an un-
supervised word aligner (Dyer et al., 2013) to gen-
erate symmetrical source-target alignments.

Third, we inject, in the decoding, the source-
target morphological information, such as bilingual
lexicon. We apply a lexicon extractor from Moses
(Koehn et al., 2007) to prepare a bilingual lexical
shortlist which is passed to the decoder.

4 Experiments

4.1 Data preparation
This corpus includes the proceedings of the 687
days of debates with 8,068,977 words in Inuktitut
and 17,330,271 words in English, which gives ap-
proximately 1,3 million sentence pairs. This corpus
has been used in several research works, particu-
larly in the shared task. The Nunavut Hansard
Inuktitut–English Parallel Corpus 3.0 (Joanis et al.,
2020) is used to train and to evaluate our proposed
models (Table 1).

Dictionary
Using the UQAILAUT7 project database, we were
able to build a bilingual dictionary of 1,560 words.
This constitutes root word meanings as well as
suffix meanings. We used the Microsoft Bing trans-
lator8 to translate the most frequent English words
in the parallel corpora into Inuktitut.

Dataset Train set Dev set Test set
Inuktitut (iu) 1,293,348 5,433 6,139
English (en) 1,293,348 5,433 6,139

Table 1: Statistics of Nunavut Hansard for Inuktitut-
English (Joanis et al., 2020).

4.2 Settings for embeddings pretraining
We setup an experimental environment in Table 2.
To pretrain word embeddings, the hyper-parameters
are configured in Table 2. The fastText toolkit (Bo-
janowski et al., 2017) is used to pretrain them.

Hyper-parameters
Epochs = 50
Dimension size = 300
Window size = 2
Alpha value = 0.03
Loss function = softmax

Table 2: Settings of the hyper-parameters for embedding
pretraining.

4.3 Settings for Neural Machine Translation
Regarding the NMT task, we used the fairseq tool
(Ott et al., 2019) to train the Transformer-based
models with the parameters mentioned in Table

7UQAILAUT project database: https://www.
inuktitutcomputing.ca/Uqailaut/

8Bing translator: https://www.bing.com/translator
(accessed: March 2023)
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3. As pre-processing, we used Moses tool (Koehn
et al., 2007) to tokenize. Additionally, we applied
Byte-Pair Encoding (BPE) subword segmentation
with subword-nmt tool (Sennrich et al., 2015) to
create a 20k vocabulary. In this paper, we per-
formed only two specific experimental models as
follows:

• Baseline: standard Transformer-based model

• Model 1: Transformer-based model with word
alignment information

• Model 2: Transformer-based model with bilin-
gual word embedding information

The relevant hyperparameters of NMT models
are shown in Table 3.

Hyper-parameter Value
Maximum sentence length 128
Batch size 32
Dropout rate 0.3
Transformer layers 12
Transformer hidden layers 768
Learning rate 0.0005
Epoch 40
Optimizer adam

Table 3: Settings of hyper-parameters for NMT models

5 Evaluations

To evaluate our proposed method, we used auto-
matic evaluation metrics such as, Recall, Preci-
sion, F1, alignment error rate (AER), BLEU score
for BiLingual Evaluation Understudy (Papineni
et al., 2002) with SacreBLEU (Post, 2018), chrF++
(Popović, 2015) for calculating character n-gram
F-score, and translation error rate (TER).

5.1 Evaluations on word alignment

Table 4 represents the word alignment results of
words tested using several alignment tools. We also
compare our results with those of the Shared Task
(Koehn et al., 2005) obtained by (Langlais et al.,
2005) namely NUKTI and JAPA in the Table 5.

The word alignment tools were trained on the
Nunavut Hansard Inuktitut–English parallel cor-
pora (Joanis et al., 2020), as our same training
dataset, and were evaluated on a gold alignment
set used in the Shared Task. The performances
obtained with the Eflomal tool (HMM + fertility)

shown a significant improvement in the alignment
error rate compared to the others. This is explained
by the iteration sampling method that this model
uses.

AER P R F1
Fast align 0.643 0.25 0.623 0.25
GIZA 0.669 0.32 0.33 0.33
Eflomal (ours) 0.474 0.367 0.930 0.367
Eflomal
(IBM + HMM)

0.499 0.351 0.874 0.351

Eflomal (IBM1) 0.596 0.281 0.721 0.281

Table 4: Performance of the word alignment tools.

The word alignment results obtained a higher
alignment error rate compared to the shared task
aligners. Our results are close to the results ob-
tained by the NUKTI model combined with the
JAPA model but still remain less efficient than the
NUKTI model.

5.2 Evaluations on rule-based method

In order to evaluate the named entities projection
performance, we built a small annotated dataset
of named entities in Inuktitut. This dataset con-
tains 4 types of named entities: 45 LOC (location)
entities, 38 ORG (organization) entities, 111 PER
(person) entities and 11 MISC (miscellaneous) en-
tities which do not belong to any type. Table 6
presents the evaluation results of our rule-based
method.

The results of this approach could be interesting,
especially for the PER entity in proportion to all
named entities. Due to the morphology of Inuktitut
which is very different from that of English, the
word alignment tool could be misled.

Unlike languages admitting the same morpho-
logical typology, the alignment error rate is much
lower. Moreover, the parts of the text which rep-
resent a PER entity consisting of n words gener-
ally admit a translation of n words (word-for-word
translation). For instance, the translation of the

AER P R F1
Eflomal (ours) 0.474 0.367 0.930 0.367
NUKTI 0.306 0.631 0.659 0.645
NUKTI+JAPA 0.465 0.513 0.536 0.524
JAPA 0.713 0.262 0.745 0.387

Table 5: Comparison about performance of several word
aligners.
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P R F1
PER 0.84 0.73 0.78
ORG 0.81 0.54 0.65
LOC 0.95 0.59 0.73
MISC 0.90 0.20 0.33

Table 6: Performance of our proposed rule-based NER
model, with 4 classes such as Person, Organization,
Location and Miscellaneous.

PER entity "Glenn McLean" is "gilin maklain". On
the other hand, the translation of the LOC entity
"Whale Cove" is "tikirarjuaq".

5.3 Evaluations on bilingual word
embedding-based method

In order to evaluate the translation performance
in the common word embedding space, we con-
structed a bilingual evaluation dictionary consisting
of 30 word pairs.

The evaluation was done by calculating the ac-
curacy of the translation of the words in the neigh-
borhood of k = 1, 5, 10. We took into account the
similarity between the word to be translated and
the neighboring words.

k Precision
1 0.367
5 0.400
10 0.433

Table 7: Results of the word-to-word translation by our
proposed bilingual word embedding-based method, in
terms of precision.

We notice that the performance for the neigh-
borhood of k = 10 is the best, with 0.433 in terms
of precision (Table 7). This is explained by the
fact that the probability of finding the correct word
translation is high when the number of neighbors
is large.

5.4 Results on Neural Machine Translation
downstream task

For the NMT downstream task, we observed a gain
in the performance. The model 1 obtained the best
performance than the baseline and the model 2 in
terms of BLEU, ChrF++ and TER. The reason is
that model 1 succeeds in aligning the entities in the
parallel corpus despite the alignment error rate.

Contrary to the model 2 which performed the
translation of named entities word by word in the
space of bilingual word embeddings by selecting

en2iu BLEU ChrF++ TER
Baseline 31.31 42.02 53.83
Model 1 32.84 44.07 56.46
Model 2 31.70 42.54 54.49

Table 8: Performances on NMT in terms of lowercase
word BLEU score in the direction English to Inuktitut.
BLEU signature: "nrefs:1| case:mixed| eff:no| tok:13a|
smooth:exp| version:2.0.0".

the nearest neighbor. This sometimes distorts the
translation of named entities, particularly Inuktitut
words representing sentences.

5.5 Error analysis and discussion

Regarding the method based on rules and word
alignment, the performance is higher for PER(son)
and LOC(ation) entities. This is explained by the
morphology complexity. However, proper nouns
are usually translated verbatim, while other entities
such as ORG(anization) and MISC(ellaneous) rep-
resent sentences whose the translation in Inuktitut
is just a single word.

Example: the translation of the PER entity
"Hunter Tootoo" is "Hanta tutu", the translation
of the ORG entity "Legislative Assembly" is "Ma-
ligaliurvik".

The morphological difference between the two
languages caused misalignments of words, which
resulted in the erroneous projection of named enti-
ties.

The evaluation results of the three models show
that the model 1 which is based on the words align-
ment is the most efficient, then the model 2 which
is based on the bilingual word embeddings. The
reason is that the model 1, apart from alignment
errors, is still able to align named entities in both
languages.

On the other hand, the model 2 performed word-
to-word entity translations. However, as previously
explained, the Inuktitut language, being a polysyn-
thetic language, a sentence can be represented by a
single word.

We noticed the main error types as follows:
(1) Projection errors due to word alignment er-

rors, as illustrated with the following examples:
(iu) Uqausiksait jain sutuuatmut, maligaliuqti,

inulirijituqakkunnut ministarijaujuq.
(en) Presentation by the Hon. Jane Stewart, MP,

Minister of Indian Affairs and Northern Develop-
ment.
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Here, the PER entity "Jane Stewart" is aligned
with "sutuuatmut", instead of "jain sutuuatmut".

(2) Errors in the identification of nominal groups.
Sometimes, a noun, that follows or precedes an en-
tity named in Inuktitut, is considered part of the
entity, since sequences of names have been consid-
ered named entities, as illustrated in these exam-
ples:

(iu) Nuqqausirutigilugu, uqausirikkanniru-
mavakka katimajiuqatima ukausirisimajangit taivit
alakannuap, sinnattuumajunnaiqpugut.

(en) In closing, I would like to echo comments
by my colleague Ovide Alakannuark, we are no
longer dreaming.

The PER entity Ovide Alakannuark has been
aligned with the whole nominal group ukausirisi-
majangit taivit alakannuap instead of taivit alakan-
nuap.

(3) Translation errors due to out-of-vocabulary
words and restricted data domain.

This is due to the data source which concerns
the legislative assembly. Unlike the dictionary built
from the UQAILAUT project database, the word
pairs come from the general domain, as well as the
out-of-vocabulary words. Examples:

(en) Legislative Assembly Of Nunavut.
(iu) maligaliurvia Ralaa Jumaar Nunavut, in-

stead of nunavut maligaliurvia.
(en) South Baffin
(iu) Nginni baffin, instead of qikiqtaaluup nig-

giani.
Through the conducted error analysis, we found

shortcomings in our models. However, we have
found that the method based on word embeddings
is less efficient than the method based on rules
because of the change it brings to the translation of
named entities.

It is interesting to carry out a hybridization in-
volving the two methods based on rules and word
embeddings.

6 Conclusion and perspective

In this paper, we have built a named entity recog-
nition system for Inuktitut, an Inuit language of
Canada. Counted among the four major dialectal
groups of Inuit languages, Inuktitut is written using
the Native Canadian syllabary. Indeed, it is a low-
resource Indigenous language that has no labeled
data for NER; which presents a great challenge to
the construction of the first NER system. Also, the
Inuktitut language, being a polysynthetic language,

has a particular grammar and fairly complex word
compositions that differentiate it from other lan-
guages. To overcome these problems, the main
idea of our approach is to use English, given that
it is a language rich in resources and that has la-
beled data for NER and a parallel Inuktitut-English
corpus is available. Thus, in this paper, we built a
model capable of detecting named entities in Inuk-
titut, by transferring linguistic characteristics from
English to Inuktitut.

In addition to being the first research on named
entities recognition for Inuktitut Indigenous lan-
guage, this project contributes to the preservation
of this language and its culture. Furthermore, by
building a knowledge base in the Inuktitut language
involving named entities, this will contribute to the
realization of future works that affects other NLP
sub-tasks , such as Information Retrieval, Machine
Translation or question0answering systems.

As a future research, we aim to integrate knowl-
edge bases such as those related to toponymy and
data from Indigenous knowledge in training word
embeddings and improving the performance of our
systems (NER and NMT). In addition, we aim to
emphasize a differentiation between named enti-
ties of Inuktitut origin (such as the names of peo-
ple and places) and those borrowed. All with the
aim of pursuing collaborations with an Indigenous
community in Nunavut whose mother tongue is
Inuktitut.
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Maja Popović. 2015. chrf: character n-gram f-score for
automatic mt evaluation. In Proceedings of the Tenth
Workshop on Statistical Machine Translation, pages
392–395.

Matt Post. 2018. A call for clarity in reporting BLEU
scores. In Proceedings of the Third Conference on
Machine Translation: Research Papers, pages 186–
191, Brussels, Belgium. Association for Computa-
tional Linguistics.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2015. Neural machine translation of rare words with
subword units.

Elias Stengel-Eskin, Tzu-Ray Su, Matt Post, and Ben-
jamin Van Durme. 2019. A discriminative neural
model for cross-lingual word alignment.

Jörg Tiedemann, Željko Agić, and Joakim Nivre. 2014.
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