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Abstract

Measuring empathy as a natural language pro-
cessing task has often been limited to a subjec-
tive measure of how well individuals respond
to each other in emotive situations. Cognitive
empathy, or an individual’s ability to accurately
assess another individual’s thoughts, remains a
more novel task. In this paper, we explore natu-
ral language processing techniques to measure
cognitive empathy using paired sentence data
from design interviews. Our findings show that
an unsupervised approach based on similarity
of vectors from a Large Language Model is sur-
prisingly promising, while adding supervision
does not necessarily improve the performance.
An analysis of the results highlights potential
reasons for this behaviour and gives directions
for future work in this space.1

1 Introduction

User interviews are an important part of modern
product development frameworks as meeting user
needs defines success in Engineering Design. Typi-
cally these interviews, conducted between a poten-
tial user and a designer, are used to either gather
knowledge about the user’s problem or their expe-
riences with current products, or to gain feedback
on the product as it is being developed. However
it remains a question as to whether these processes
improve user understanding and lead to good out-
comes, and the factors which contribute to these.

One such factor regards whether or not design-
ers are able to understand the user during these
interviews - this is referred to as ‘empathic under-
standing’ (Surma-aho and Hölttä-Otto, 2022). If a
designer is able to grasp the user’s experiences and
thoughts, does this necessarily lead to better out-
comes? To answer this question, Chang-Arana et al.

1Code used for our experiments is available at https:
//github.com/owowouwu/empathic-accuracy.
Data is available under request to Katja Hölttä-Otto,
katja.holttaotto@unimelb.edu.au.

(2020) developed a method borrowed from the so-
cial sciences to quantitatively measure empathic
understanding through interviews. The method re-
quires laborious manual annotation, involving the
original user-designer pair and additional raters.

In this paper, we propose to use natural lan-
guage processing (NLP) approaches to automate
the measurement of empathic understanding in in-
terviews, especially due to the advent of out-of-the-
box Large Language Models (LLMs). This can
not only streamline the process of analysing inter-
views in Engineering Design but also provide a test
bed for automatically measuring empathy in con-
versations, an open problem in NLP. Automated
evaluation in this way may be useful more broadly
in other fields, where empathy is highly valued,
such as teaching.

2 Background and Related Work

Work measuring empathy in NLP has been ex-
plored, with open domain dialogue data such as
EmpatheticDialogues (Rashkin et al., 2019)
existing as benchmarks for the task. Much work
has been done detecting how empathy is expressed
in dialogues in a variety of contexts from health-
care (Sharma et al., 2020; Xiao et al., 2015) in
both speech and text, as well as in online communi-
ties (Zhou and Jurgens, 2020). However the theme
of these works is primarily focused on empathy
in the emotional sense. That is, there is a large
focus on studying how individual express empa-
thy towards others through dialogues. A common
example is choosing the ‘right’ emotional words
to comfort another individual in distress, guiding
work in generating empathetic responses (Welivita
et al., 2021).

On the other hand, in a review, Lahnala et al.
(2022) points out that tasks revolving around cogni-
tive empathy are not as prevalent in the NLP litera-
ture. While empathy is a complex concept, loosely
we can distinguish between emotional empathy as
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Figure 1: Overview of the collection of empathic accuracy ratings for interviews. Stage 1 represents the original
user-designer interview, which is recorded. The same user then write their thoughts in Stage 2, with the designer
aiming at guessing these thoughts in Stage 3. The annotation process finishes at Stage 4, where a set of human raters
(3 in this case) assign a score to each aligned thought and guess, with the final empathic accuracy score being the
average of these ratings.

processing and responding to another’s emotions
effectively, and cognitive empathy as being able to
infer their thoughts in a broader sense (Cuff et al.,
2016). One may be able to identify how another
person is feeling and act appropriately, but may not
necessarily know what the other person is thinking.
A key distinction between our work and more com-
mon tasks involving ‘empathy’ in NLP is that we
primarily try to measure cognitive empathy from
pairs of thoughts.

3 Data

The dataset was collected from user-designer in-
terview experiments in Salmi et al. (2023). Fig-
ure 1 gives an overview of the annotation process
for empathic accuracy ratings. Each interview was
recorded in video format. Interviewees were played
back the recording and were asked at any time to
pause the video and write down their thoughts. The
same recording was played back to the interviewer,
where they were tasked with guessing the user’s
thoughts in those moments.

In total, 46 users were interviewed by 3 design-
ers, although not every user and designer were
paired. Each instance of the dataset is indexed by
a (user, designer) pair and contains a timestamped
sentence pair - one being the user’s thoughts at
that particular moment, and the other being a guess
of the user’s thoughts by the designer at the same
moment. Each pair is rated by 3 judges with a
three-level Likert scale ({0, 1, 2}), with the aver-
age taken as a score indicating the accuracy of the
designer’s prediction. The designer is also tasked

with predicting the user’s self-evaluated tone of
speech at that moment.

Figure 2: Example instances of data.

In this work, we focus on automating the rating
stage (Stage 4 in Figure 1). Each instance contains
a sentence pair (a user thought paired with a de-
signer guess) as the input and the averaged rate
given by the judges as the output. Figure 2 shows
two such instances as an example. The inputs were
preprocessed by removing text indicating the sub-
ject ("he/she/I was:") at the start of the string. We
also rescaled the ratings to the unit interval. Table
1 details the statistics of our dataset.

4 Methods

All our models use Sentence BERT (Reimers and
Gurevych, 2019, SBERT) as the LLM backbone,
generating two embedding vectors for each pair
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Designer Instances Avg. Score
1 120 0.414
2 129 0.519
3 200 0.398

All 449 0.437

Table 1: Summary statistics of our dataset. For each
designer, we report their corresponding total number of
sentence pairs and its average similarity score.

of user thought and designer guess. Experiments
with in-domain supervised models were performed
using 10-fold cross validation. For a sound com-
parison, we use the same 10-fold setup for the un-
supervised and out-of-domain models, using only
the testing folds for evaluation.

Unsupervised. Our first approach does not em-
ploy any training: we calculate the cosine similarity
between the two embedding vectors and report the
result as the rating.

In-Domain Supervised. Here we employ a stan-
dard cross-validation procedure, using 9 folds as
training data. Our main approach finetunes a
SBERT regression model following the original
“siamese” method from (Reimers and Gurevych,
2019), which uses the cosine similarity between
the embedding vectors as the regression output. In
addition, we also employed SBERT as a feature
extractor and two off-the-shelf regressors as addi-
tional models: a Gaussian Process (Rasmussen and
Williams, 2006, GP) with an RBF kernel and a
Multilayer Perceptron (MLP). Each input uses the
concatenation of the SBERT vectors obtained from
the user thought and the designer guess, plus the
vector obtained from their absolute difference. On
average, each training set contains 400 pairs.

Out-of-Domain Supervised. Finally, we also
tested with a supervised approach trained on out-
of-domain data. The rationale is that the rating
can be framed as a Semantic Textual Similarity
problem (Corley and Mihalcea, 2005, STS). This
raises the question of whether we can employ ex-
isting STS data to create a good regressor without
requiring any initial ratings for training. For these
experiments, we used the widely available STS-B
(Cer et al., 2017) dataset, containing approximately
6000 pairs. We used the same models as in the
in-domain experiments.

5 Results

Our main results are shown in Table 2, using both
Pearson’s correlation and Root Mean Squared Er-
ror as evaluation metrics. As expected, the fine-
tuned model on in-domain data gives the best per-
formance. However, notably, it is not significantly
better than the unsupervised model, potentially due
to the limited amount of training data. This is
further evidenced by the poor performance of the
off-the-shelf regressors.

The models trainedd on the out-of-domain STS-
B data did not outperform the unsupervised ap-
proach for any regressors. We believe this is due
to significant differences in the STS-B and the In-
terview data. While both can be interpreted as
sentence similarity, the pairs present in STS-B
are much shorter and use simpler language, com-
pared to the more complex sentences present in our
dataset. While we were aware of this important do-
main difference, we still expected the performance
to be better than the unsupervised approach, but
our findings showed otherwise.

It is important to note that a Pearson score of
0.66 already demonstrates good prediction perfor-
mance. Performance improvements could be ob-
tained by adding in-domain training data and fur-
ther model tuning. However, these results are al-
ready promising from an application perspective
and could potentially lead to a reduction in human
labour for obtaining empathic accuracy scores.

6 Qualitative Analysis

Here we will conduct further analysis on our data
to understand the performance of our models under
our task. We summarise three findings that could
lead to further improvements in the prediction task.

Lack of Non-textual Context Textual similar-
ity tasks rely on the meaning and context within
the sentence itself, but in our case did not contain
the extra information that raters may have when
scoring pairs of text. The thoughts are often writ-
ten down in an ad-hoc and conversational manner,
containing implied information around the topic or
interview itself that is able to be inferred by the
raters, but which models which rely on complete
information fail to do. This causes a mismatch be-
tween true scores and predicted scores. Our first
instance in Table 3 shows this, as the designer is
implicitly referring to the "AI system" that the user
is mentioning, and is thus scored highly by the
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Model
STS-B Test Interviews

Pearson↑ RMSE↓ Pearson↑ RMSE↓
Unsupervised
Cosine Similarity w/ SBERT 0.836 0.225 0.662 ± 0.060 0.227 ± 0.015

In-Domain Supervised
Gaussian Process - - 0.562 ± 0.102 0.234 ± 0.022
Multilayer Perceptron - - 0.481 ± 0.153 0.263 ± 0.033
Finetuned SBERT - - 0.680 ± 0.050 0.215 ± 0.019

Out-of-Domain Supervised
Gaussian Process 0.828 0.171 0.534 ± 0.074 0.240 ± 0.016
Multilayer Perceptron 0.800 0.191 0.515 ± 0.123 0.252 ± 0.028
Finetuned SBERT 0.858 2.424 0.618 ± 0.061 0.226 ± 0.017

Table 2: Summary of results. RMSE denotes root mean squared error. For the interview data, we report the average
and standard deviation over 10 folds.

rater, but SBERT fails as in a vaccuum these two
sentences do not have the same meaning without
knowing what the designer refers to.

User: thinking that this is quite hard to do in
some kind of ai system
Designer: its technically hard to detect pedes-
trians
True Score: 0.833
Predicted Score: 0.156

User: you could just ask me what you want me
to provide
Designer: feeling confused about the question
and didn’t know what answers the interviewer
wants
True Score: 0.833
Predicted Score: 0.249

Table 3: Example predictions for interview data.

Inconsistent Points of View Within our data it
is often the case that the two pairs of text are writ-
ten from two different points of view, resulting in
sentences that may have similar content, but have
different meaning. However they may still be rated
highly because the designer, in their own writing,
has effectively guessed the user’s thoughts, even if
they are not writing the thoughts from the perspec-
tive of the user.

Judge Scoring Our methods also tend to over-
estimate the scores in cases where the context or

topic that both the designer and user are thinking of
are the same, but the actual user text was different.
For example, because the interviews were related
to driving, both the user and designer wrote down
thoughts related to driving, but these thoughts did
not necessarily contain the same idea. In these
cases, the human judges tended to more harshly
assign scores of 0 whereas our system tended to
provide a more soft assignment. This is a com-
mon problem of standard regression models, which
are unable to predict extreme values outside a cer-
tain range. Future work should carefully consider
how to penalise the scores based on how the two
sentences diverge in actual meaning.

7 Conclusion

We introduce a novel task of predicting an individ-
ual’s cognitive empathy as scored by their ability to
predict, in text, the thoughts of another individual
using a dataset from design engineering interviews.
Using this data we demonstrate the performance
and limitations of current state of the art models
on our task. Our analysis shows that this problem
poses unique challenges due to the unique structure
and missing context of user written thoughts.

Initial directions for future work are based on
our analysis in Section 6. Incorporating context
from interview transcripts is an important direction,
as well as improved regression models that can bet-
ter predict extreme values. A more challenging,
longer term goal is the prediction of empathic ac-
curacy directly from interviews, without requiring
user thoughts and designer guesses. This would
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effectively bypass Stages 2 and 3 in Figure 1, dras-
tically reducing annotation costs and potentially
enabling real-time empathy feedback during an
interview. We believe this is a much harder prob-
lem, but that nevertheless would lead to benefits to
not just our task in engineering design, but lead to
novel advances in other tasks in NLP.
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