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Abstract
In recent years, pre-trained language models
have garnered significant attention due to their
effectiveness, which stems from the rich knowl-
edge acquired during pre-training. To mitigate
the inconsistency issues between pre-training
tasks and downstream tasks and to facilitate the
resolution of language-related issues, prompt-
based approaches have been introduced, which
are particularly useful in low-resource scenar-
ios. However, existing approaches mostly rely
on verbalizers to translate the predicted vocab-
ulary to task-specific labels. The major limi-
tations of this approach are the ignorance of
potentially relevant domain-specific words and
being biased by the pre-training data. To ad-
dress these limitations, we propose a frame-
work that incorporates conceptual knowledge
for text classification in the extreme zero-shot
setting. The framework includes prompt-based
keyword extraction, weight assignment to each
prompt keyword, and final representation es-
timation in the knowledge graph embedding
space. We evaluated the method on four widely-
used datasets for sentiment analysis and topic
detection, demonstrating that it consistently
outperforms recently-developed prompt-based
approaches in the same experimental settings.

1 Introduction

Numerous studies have achieved great success in
applying supervised natural language processing
(NLP) techniques to address a plethora of NLP
applications, including text classification (Dong
et al., 2019), natural language inference (Wang
et al., 2020) and neural machine translation (Mi
et al., 2016). However, achieving high accuracy
with deep learning models for textual data analysis
necessarily requires a large amount of manually
annotated samples, which is both time-consuming
and labour-intensive.

To address the issues in low-resource settings,
considerable attention has been paid to the pre-
trained language models (PLMs), such as GPT-3
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Figure 1: An example of prompt-based text classifica-
tion for the binary sentiment analysis task.

(Brown et al., 2020), BERT (Devlin et al., 2019),
and Roberta (Liu et al., 2019), due to their superior
performances on knowledge transfer. The model
pre-training stage typically involves language mod-
elling tasks, i.e., word prediction based on the con-
text of the input. Extensive investigations, e.g.,
knowledge probing, on PLMs show that they have
a certain capacity to store both linguistic and rela-
tional knowledge from large-scale corpora of gen-
eral domain data (Petroni et al., 2019).

In recent years, the paradigm of NLP has been
shifted from “pre-train and fine-tune” to “pre-train
and prompt” (Liu et al., 2023), to fully exploit these
PLMs in a gradient-free manner and effectively mit-
igate the gap between pre-training tasks and down-
stream tasks for the extreme zero-shot scenario
(Yin et al., 2019). Specifically, in the prompt-based
approaches (Schick and Schütze, 2021; Min et al.,
2022; Gao et al., 2021a), each sample in NLP tasks
can be wrapped into cloze-style questions with their
corresponding templates, prompting the PLMs to
generate the targeted output to solve the problem.
For example, in a binary sentiment analysis task
(shown in Figure 1), the text “no apparent joy” is
transformed to the prompt-augmented input “no ap-
parent joy. It was <mask>.”, where the <mask> is
a special token to be predicted by the PLMs. This
text will then be labelled as positive or negative
according to the predicted words. Most existing
works utilize a verbalizer to provide the translations
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from the predicted vocabulary to the label space in
a specific task (Schick and Schütze, 2021). How-
ever, these approaches are subject to two significant
limitations: (i) by only considering a limited set
of pre-defined label words filled in the masked po-
sition, some potentially relevant or useful words
in the certain domain could be ignored, hindering
the model’s capacity to generalize; and (ii) the pre-
training data of PLMs may contain biases that are
reflected in the model’s predictions on downstream
tasks (Zhao et al., 2021). Some works propose
calibration strategies to adjust the distribution of
prior probabilities (Hu et al., 2022), which requires
access to a large amount of data in specific datasets
for true estimation.

In this work, we propose a framework to perform
prompt-based zero-shot text classification with con-
ceptual knowledge and overcome the above limita-
tions. The proposed framework includes prompt-
based keyword extraction, weight assignment to
each keyword in the meaningful semantic space,
and final representation estimation. Specifically, in
the weight assignment component, by leveraging
the contextual relationships captured by SimCSE
(Gao et al., 2021b), a powerful contrastive learning
model, we refine the probabilities of each keyword
being filled in the masked position from the lan-
guage prompt to mitigate the bias. Additionally, in
the final representation, we integrate structured fac-
tual data provided by the knowledge graphs (KGs)
to include a wider range of semantic relationships
between entities in a given domain. By combining
their strengths, the proposed framework enables
more informed predictions and a richer understand-
ing of the underlying domain. In the experiment,
we strictly follow the “label-fully-unseen” setting
proposed by Yin et al. (2019) for evaluation. We
employ four widely-used text classification datasets
and compare the proposed framework with sev-
eral recently-developed prompt-based approaches
under the same experimental settings. The result
indicates that our proposed framework brings sig-
nificant improvement to the model performance.

2 Related Works

Language prompt has been introduced to elicit
knowledge from PLMs to solve different NLP
tasks, which was inspired by a series of works re-
lated to prompt-based approaches, including GPT-3
(Brown et al., 2020) and PET (Schick and Schütze,
2021). However, one issue under the zero-shot set-

ting identified by Chen et al. (2022) is the lack of
domain adaptation. They performed prompt-aware
continual pre-training based on adaptively retrieved
data for better performance on text classification
tasks. To widen the coverage of label words, Hu
et al. (2022) incorporated external knowledge bases
for the verbalizer construction, which greatly im-
proved the stability.

The above-mentioned works used hand-crafted
prompt templates, particularly designed by humans
for various NLP tasks. While they are carefully
constructed, the process requires a considerable
amount of human effort. Several automatic prompt-
ing techniques were introduced to automatically
select a prompt based on the input provided to
the PLMs. Gao et al. (2021a) suggested to em-
ploy a pre-trained text-to-text transformer, T5 (Raf-
fel et al., 2020), for candidate template genera-
tion. The best language prompt can be derived
after the evaluation of each candidate template.
Shin et al. (2020) proposed a gradient-based ap-
proach to search for a set of impactful tokens as
the prompts that can cause significant changes in
the model’s output. Nevertheless, the quality of
the automatically generated prompt usually cannot
be guaranteed, and this approach lacks sufficient
interpretability. Besides discrete prompts, research
such as (Li and Liang, 2021) and (Gu et al., 2022)
presented continuous prompts as prefixes to the
input, which are continuous vectors that can be
learned based on patterns and structures from the
data. This approach avoids the hassle of explicit
prompt design while it introduces a large number
of new parameters to be optimized.

3 Methodology

We propose a prompt-based approach to tackle the
zero-shot text classification problem. The overall
framework is shown in Figure 2. We first extract
the keywords to summarize the input text with the
prompt-based approach. Then, we assign weights
to these keywords based on their semantic rele-
vance to the overall meaning of the text. The
weighted embeddings of all extracted keywords
in the knowledge graph (KG) embedding space are
aggregated to produce the final representation of
the input text. Finally, we determine if the text
is related to a label in the KG according to their
cosine similarity. In the following subsections, we
describe the task definition in the extreme zero-shot
setting, prompt-based keyword extraction, weight

31



assignment and final representation estimation in
the constructed KG embedding space.

3.1 Task Definition

Given n textual inputs X = {x1, x2, ..., xn}, the
aim of the text classification task is to assign each
input x a label y from a fixed label set containing
m labels, i.e., Y = {y1, y2, ..., ym}. Unlike the
label-partially-unseen zero-shot text classification,
where a part of labelled data is available for model
training or fine-tuning on a specific domain, in this
work, all samples are unseen, and only the label
names from the label set Y can be accessed in ad-
vance. In order to achieve this goal, it is essential to
ensure that the aspect being described in the input
text and the meanings of the labels are comprehen-
sible to the framework (Yin et al., 2019).

3.2 Prompt-based Keyword Extraction

To remove noise and preserve the most relevant
information, keyword extraction from the input
text can summarize its main content and identify
the most important concepts. The meaning of an
expression, particularly its implicit meaning, can
often be inferred from the context in which it is
used. Therefore, we first employ a contextualized
pre-trained masked language model, denoted as
M, for prompt-based keyword extraction. This
model has an MLM head on top of the transformer-
based architecture, and consequently, it reduces the
text classification to the MLM problem with a task-
specific template t, which is either added at the
beginning or the end of the original input to form
a prompt-augmented input. The template includes
a mask token <mask>, and the probability of each
word v from vocabulary V being filled in this posi-
tion can be predicted byM. The most likely words
generated in this manner are somewhat relevant
to the input context, as the model integrates con-
textual information to make predictions. We then
construct a keyword set for x, namely, Vx, i.e.,

Vx = topK
v∈V

[PM (<mask> = v|[x; t])] (1)

where [x; t] is the prompt-augmented input for x.
PM(|·) is the conditional probability generated by
the MLM head ofM. According to the observa-
tions by Meng et al. (2020), the top 50 probable
words usually well represent the mask. Hence, we
set the parameter K to 50.

3.3 Weight Assignment
To estimate the text representation for the input,
each word in the Vx should be associated with a
weight, indicating relevance and importance to the
original textual input. Directly using the probability
output by the MLM head could be one possible
solution. However, the masked language model
may produce a biased probability distribution over
the keyword set.

To address this issue, we utilize SimCSE (Gao
et al., 2021b), a Siamese network for simple con-
trastive learning, to assign weights to each word.
SimCSE employs entailments and contractions
from natural language inference (NLI) datasets
as supervised signals. In contrastive loss, the
premise and entailment hypothesis are consid-
ered positive pairs, while in-batch negatives and
contradiction hypothesis are treated as negative
pairs. This approach helps align semantically simi-
lar sentence embeddings while separating contra-
dicted/unrelated sentence embeddings.

We use the encoding function for SimCSE fθ(·),
parametrized by θ, to transform both the original
input x and a template in which the mask token
has been replaced by the k-th word in Vx, denoted
as t̃k, into a meaningful semantic space. We then
assign the weight wi to the i-th word in Vx based
on the similarity between t̃i and x, i.e.

wi =
esim(fθ(x),fθ(t̃i))

∑K
k=1 e

sim(fθ(x),fθ(t̃k))
(2)

where sim(·) is the cosine similarity function.

3.4 Final Representation in Knowledge Graph
Embedding Space

As for the extreme zero-shot scenario in our work,
ideally, each label y in the label set Y should be
equipped with auxiliary information, e.g., a textual
description and hand-engineered attributes. Never-
theless, such information available for a particular
task is usually limited and may not provide a pre-
cise description of the label. Fortunately, there is a
source of external knowledge that can be applied
with little human effort – KGs. ConceptNet (Speer
et al., 2017) is a type of KG that organizes and
represents linked open data regarding real-world
entities and their relations, offering rich structured
knowledge at the conceptual level for the labels.

To leverage the knowledge from the ConceptNet,
a process called retrofitting (Faruqui et al., 2015)
is used to refine the pre-trained distributional word
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Figure 2: Overall framework of our proposed method

embeddings. The idea is to bring the embeddings
of connected entities in the KG closer while main-
taining the original distributional ontology (Speer
et al., 2017).

The following objective function is minimized
to construct the KG embedding space based on the
entity set, denoted as Vent:

∑

vi∈Vent


 ∑

(vi,r,vj)∈E
λr (vi − vj)

2 + ηi (vi − v̂i)
2




(3)
where E is the triplet set of the KG, consisting of
two entities vi and vj linked by their relation r, i.e.,
(vi, r, vj), and λr is the corresponding weight for
r. vi is the updated KG graph embedding for the
entity vi. v̂i stands for the original word embed-
ding of vi and ηi controls the associative strength
between v̂i and vi. For simplicity, we applied the
alignment by the name to align the entity in Vent

with a word in V .
To estimate the final representation in the KG

embedding space for input text x, we integrate the
conceptual representation of each keyword vi in Vx
based on semantic relevance between vi and x. Our
assumption for the multi-class classification task is
that the content of input text should remain within
its desired label and not be relevant to any other
labels in the label set. Therefore, the label with the

highest similarity to this representation, among all
labels in Y , is then selected as the predicted label,
denoted by ŷ, i.e.

ŷ = argmax
y∈Y


sim


vy,

∑

vi∈Vx
wivi




 (4)

where vy is the label embedding for y in the KG
embedding space.

4 Preliminary Results

4.1 Datasets
We conducted experiments on four commonly used
text classification datasets, including two sentiment
analysis datasets (SST-2 (Socher et al., 2013) and
Yelp-polarity (Zhang et al., 2015)) and two topic
detection datasets (AG’s News (Zhang et al., 2015)
and DBPedia (Lehmann et al., 2015)). We adopted
the prompt templates from (Chen et al., 2022) for
better comparison. For each dataset, we evaluated
our method on different templates and reported
their average accuracy along with standard devia-
tion. The statistics and example prompt templates
of these datasets are listed in Table 1.

4.2 Setup
For the prompt-based keywords extraction and
weight assignment, we made use of roberta-large
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Datasets #Samples #Classes Type Example Prompt
SST-2 1,821 2 Sentiment All in all, it was <mask>
Yelp-polarity 38,000 2 Sentiment All in all, it was <mask>
AG’s News 7,600 4 Topic This topic is about <mask>
DBPedia 70,000 14 Topic Introduction to the <mask>

Table 1: Statistics of datasets and example prompt templates used in our work.

models with transformers1 and simcse2 libraries.
We used the latest version of ConceptNet (5.7) 3

for KG embedding space construction.
We implemented our method with PyTorch 1.5.0

and Python 3.6 on IBM Power 9 architecture. The
inference process was accelerated on an NVIDIA
Tesla V100 Volta GPU card with 32GB of graphics
RAM.

4.3 Main Results
We compared the results with those produced by
several prompt-based methods for text classifica-
tion introduced recently, which share the same ex-
treme zero-shot setting. The main results on the
four datasets are shown in Table 2. Channel is
the noisy channel approach based on GPT-2 pro-
posed by Min et al. (2022). GPT-3 refers to the
work of Zhao et al. (2021) that calibrated the prob-
ability distribution with a content-free input. The
results of applying Roberta for prompt-based text
classification were reported by Chen et al. (2022).
AdaPrompt (Chen et al., 2022) refers to the method
that adaptively retrieves data from large-scale cor-
pora for continual pre-training, and iAdaPrompt is
the process of iterative adaption.

It is clear that the proposed method outper-
formed the baselines on all datasets, providing a
performance gain of 13.88% and 5.31% on Yelp-
polarity and AG’s News datasets, respectively. An-
other notable observation from the main results is
that our method has significantly lower standard
deviations in comparison with Roberta, AdaPrompt
and iAdaPrompt, suggesting that it is more stable
when using different prompt templates for text clas-
sification.

4.4 Ablation Study
We also carried out ablation experiments to ex-
plore the effectiveness of weight assignment and
KG embedding space construction in the proposed

1https://huggingface.co/transformers
2https://pypi.org/project/simcse/
3https://github.com/commonsense/conceptnet-

numberbatch

framework. The result of the study is shown in
Table 3.

Instead of assigning weights to each keyword
based on their importance and relevance as ex-
plained in Section 3.3, we directly utilized proba-
bilities of masked token output by the MLM head.
This resulted in a slight decrease in performance,
with an average accuracy drop of 0.87%. Then, we
replaced the KG embeddings for text representation
estimation with another semantically consistent em-
bedding, GloVe (Pennington et al., 2014), which is
solely based on the word co-occurrence in the pre-
training corpus. We observe significant decreases
in accuracy on AG’s News and DBPedia datasets
by 19.3% and 14.4%, respectively. This indicates
that, compared with distributional semantic embed-
ding space, incorporating knowledge to construct
KG embedding space can greatly enhance the per-
formance of text classification, especially on topic
detection datasets.

4.5 Visualization

To further understand the weight assignment, we
provided the visualization (shown in Figure 3) of
each extracted keyword from examples in topic
detection datasets. We arranged these words in
descending order of probabilities output by the
MLM head. The colour depth denotes the impor-
tance of each word according to the given context.
As can be seen, many of the most significant key-
words (indicated as dark colours) were correctly
highlighted. For example, “rocket”, “space” and
“launch” in AG’s News example; “store”, “com-
pany” and “business” in DBPedia example. We
also observed that some less related or wrongly-
predicted words could be detected by the model.
For example, the DBPedia example mainly de-
scribes a game company, even though the words
like “author” and “blog” predicted by the MLM
head are at the top of the list, they were assigned
with low weights (indicated as light colours) in the
weight assignment process, which makes reason-
able amendments to the prompt-based keywords
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Models SST-2 Yelp-polarity AG’s News DBPedia
Channel (Min et al., 2022) 77.10 (N/A) – 61.80 (N/A) 51.40 (N/A)
GPT-3 (Zhao et al., 2021) 75.80 (0.00) – 73.90 (0.00) 59.70 (0.00)
Roberta (Chen et al., 2022) 64.56 (16.77) 72.63 (6.34) 69.52 (6.96) 56.32 (0.49)
AdaPrompt (Chen et al., 2022) 75.92 (17.36) 75.09 (17.57) 76.55 (7.28) 70.95 (8.80)
iAdaPrompt (Chen et al., 2022) 77.18 (17.96) 75.81 (18.05) 74.28 (9.00) 73.01 (6.70)
Ours 80.62 (10.08) 89.69 (2.81) 81.86 (0.75) 73.77 (2.55)

Table 2: Main results on four commonly-used datasets. We report the average accuracy on different templates and
the corresponding standard deviation, which is indicated in brackets.

SST-2 Yelp-polarity AG’s News DBPedia
Ours 80.62 (10.08) 89.69 (2.81) 81.86 (0.75) 73.77 (2.55)

-WA 79.42 (10.91) 88.82 (3.08) 81.65 (0.79) 72.59 (2.86)
4 -1.20 -0.87 -0.21 -1.18

-KG 77.58 (10.27) 86.61(4.03) 62.35 (16.16) 58.19 (6.49)
4 -1.84 -2.21 -19.3 -14.4

Table 3: Ablation study. “-WA” means that we directly use the output probability from the MLM head, and “-KG”
means that, for final representation estimation, we employ the distributional semantic embedding space rather than
KG embedding space.

extraction.
We also demonstrated an example of KG embed-

dings to show how knowledge integration can help
language understanding in Figure 4. We randomly
selected a number of generated keywords from sam-
ples labelled as “sport”,“politics”, “business” and
“technology”, and utilized the visualization tool,
t-SNE4, to visualize their corresponding entity em-
beddings in the two-dimensional space. The colour
of each point in the figure indicates the label of the
sample from which the keywords were generated.
It is observable that entity embeddings assigned to
different labels are well distributed across the KG
embedding space, indicating that knowledge inte-
gration can help capture diverse conceptual aspects
of the entities. On the contrary, the embeddings as-
signed to the same label are well clustered, suggest-
ing that entities with similar properties are mapped
closely together in the KG embedding space.

5 Conclusion

We proposed a prompt-based framework to tackle
the text classification problem in the extreme zero-
shot setting. We exploited the PLM to extract key-
words from input, assigned their weights in the
meaningful semantic space and incorporated con-
ceptual knowledge from ConceptNet to estimate
the final representation. Evaluation results showed

4https://lvdmaaten.github.io/tsne/

that the method reduced the biases of the MLM
head and generalized well on two topic detection
and two sentiment analysis datasets, outperform-
ing several recently-developed prompt-based ap-
proaches.

Limitations

The current work has several limitations that war-
rant further investigation. Firstly, due to time con-
straints, we did not conduct experiments using the
proposed framework on few-shot settings or a more
challenging multi-label classification task. Sec-
ondly, our ablation study in Section 4.4 showed that
the framework with the weight assignment resulted
in only a marginal improvement in performance,
suggesting that SimCSE may not be the most effec-
tive method for addressing prediction bias. There-
fore, future work will explore alternative modeling
approaches for bias reduction. Thirdly, in Sec-
tion 4.5, we noticed that several irrelevant words
are also generated as keywords with the language
prompt, which may negatively impact the final rep-
resentation. To address this issue, a better solution,
such as keyword filtering, should be considered to
improve the current framework. Lastly, we treated
each word as a single atomic entity in the KG em-
bedding space, regardless of its possible different
senses or meanings. A more careful treatment of
word meanings is necessary to handle the problem
of polysemy.
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space news science rocket space launch nasa space commercial aerospace
technology featured news human exploration competition military innovation entertainment international
business earth events engineering news personal education progress miscellaneous sports
mars aviation enterprise discovery challenges research games transportation news robotics
tech bold planetary humans lunar rockets astro physics ideas flight

The Race is On: Second Private Team Sets Launch Date for Human Spaceflight (SPACE.com) SPACE.com - TORONTO, Canada -- A 
second\\team of rocketeers competing for the  #36;10 million Ansari X Prize, a contest for\\privately funded suborbital space flight, has 
officially announced the first\\launch date for its manned rocket.

(a) AG’s News example

company website sponsor site company site game business store publisher
show website author team sponsor community blog podcast business group
store brand shop competition label games owner manufacturer series players

publication franchise club game campaign goods blog team industry firm
vendor league corporation partnership scene contest app organization promotion developer

The GOAT Store (Games Of All Type Store) LLC is one of the largest retro gaming online stores and an Independent Video Game Publishing 
Label. Additionally, they are one of the primary sponsors for Midwest Gaming Classic.

(b) DBPedia example

Figure 3: Weight visualization examples from two topic detection datasets. The Byte-Pair Encoding (BPE) algorithm
for the Roberta model may generate words that have their first letters capitalized or a special symbol added as the
prefix. After the generation, we replace them with the names of the entities that they actually refer to in the KG.
Therefore, there are several duplicates in the keyword set.
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Figure 4: KG embedding visualization. We randomly select several generated keywords from samples labelled
as “sport”, “politics”, “business” and “technology”, and utilize the visualization tool, t-SNE, to visualize their
corresponding entity embeddings in the two-dimensional space. The colour of each point indicates the label of the
sample from which the keyword was generated.
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