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Abstract

Neural text generation models have achieved
remarkable success in carrying on short open-
domain conversations. However, their perfor-
mance degrades significantly in the long term,
especially in their ability to ask coherent ques-
tions. A significant issue is the generation of
redundant questions where the answer has al-
ready been provided by the user. We adapt and
evaluate different methods, including negative
training, decoding, and classification, to miti-
gate the redundancy problem. We also propose
a simple yet effective method for generating
training data without the need for crowdsourc-
ing human-human or human-bot conversations.
Experiments with the BlenderBot model show
that our combined method significantly reduces
the rate of redundant questions from 27.2% to
8.7%, while improving the quality of the origi-
nal model. The code, dataset, and trained mod-
els can be found at our repository'.

1 Introduction

Despite recent significant improvements in text gen-
eration techniques, open-domain dialogue genera-
tion is nowhere near perfect. Large-scale neural-
based models, such as GPT-3 (Brown et al., 2020)
and BlenderBot (Roller et al., 2020b; Chen et al.,
2021; Shuster et al., 2022), still present many issues
including but not limited to contradiction (Li et al.,
2021a), “hallucinations" (Shuster et al., 2021), of-
fensive and toxic responses (Roller et al., 2020a;
Dinan et al., 2022), which undermine their use in
real-world applications. As a result, many social
chatbots (Hakkani-Tur, 2021) still rely heavily on
hand-designed dialogue managers and scripted re-
sponses. End-to-end neural-based models are only
used for handling unexpected inputs, but only for a
few turns, before giving back control to the hand-
designed dialogue manager (Konrad et al., 2021).
Although neural-based models have shown supe-
rior performance in generating statement responses,

"https://github.com/mailong25/redundancy-dialogue

What do you do for a living?
Do you have a job?

3 I'm a software engineer.

()

What do you like to do in your spare time?
I like to go to the beach and read.

3 | don't have free time.
I'm very busy with my work.
| hear you. | spend a lot of time at work as
well. What kind of job do you have?

()

()

Figure 1: Examples of redundant questions generated
by the BB3 model.

they are also reported to ask undesirable questions
such as redundant, irrelevant, and topic-changing
questions (Konrdd et al., 2021; Paranjape et al.,
2020). This is because the models are often trained
on short conversations, which results in generating
questions that prioritize local appropriateness over
global cohesiveness. This is why the quality of
generated questions often degrades rapidly when
the conversation is carried on over multiple turns.

To address difficulties of long-term dialogue gen-
eration, a multi-session dialogue dataset (MSC)
(Xu et al., 2021) has been proposed with an average
conversation turn of 53; this is significantly higher
than any of the previous datasets, of 2-15 turns. The
authors also proposed a memory-augmented model
that makes use of summary of the conversation for
generating global-coherent responses. However,
the issue of redundant questions is still present.
Figure 1 shows examples of redundant questions
generated by the recent Blenderbot 3.0 (BB3) chat-
bot (Shuster et al., 2022), partly trained on MSC
with memory-augmentation. Redundant questions
can be categorized into explicit and implicit. Ex-
plicit are questions that have been asked previously
in the dialogue context while implicit are the ones
in which the answers are already given or can be
inferred but was not previously asked.
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The problem of redundant questions can also
be attributed to the maximum likelihood training
objective that does not explicitly teach the model
what kinds of questions it should not ask. Although
several techniques, such as unlikelihood training
(Welleck et al., 2019), negative training (He and
Glass, 2019), and contrastive learning (Su et al.,
2022; Su and Collier, 2022) have been proposed to
mitigate undesirable behaviors of maximum likeli-
hood training, none of them have been focused on
preventing bad questions from being generated.

This study is the first to address the problem of
redundant questions in open-domain dialogue sys-
tems. We adapt and evaluate different methods, in-
cluding unlikelihood training, contrastive training,
contrastive decoding, and classification to mitigate
the redundancy problem. Whether a question is re-
dundant or not is determined based on the previous
speaker’s personas, which are input to the model
alongside the truncated dialogue history. As there
are no relevant datasets for this task, we created
the first one, called the Non-Redundant Questions
(NRQ) dataset, to facilitate training. To demon-
strate the effectiveness of the proposed method, we
apply it to improve the question-asking ability of
the Blenderbot 2.0 model (BB2) (Chen et al., 2021)
- a simpler version, but comparable to the recent
BB3 model. Experimental results show that our
proposed methods reduce the redundant question
rate of the original BB2 model from 27.2% to 8.7%,
which results in better overall performance.

2 Related work

2.1 Decoding methods

The generation of redundant questions is highly
related to repetition problems in neural-based di-
alogue models in which the model tends to copy
words and phrases from the preceding context (Xu
et al., 2022). Prior studies often tackled this issue
by controlling the decoding stage. Several beam
search variants and stochastic decoding methods,
such as top-k (Fan et al., 2018) or nucleus sam-
pling (Holtzman et al., 2019), have been proposed
to reduce the level of repetition by favoring less
likely but non-repetitive candidates. Contrastive
decoding (Su and Collier, 2022) is also proposed to
mitigate the repetition issue. Another simple yet ef-
fective approach is N-gram blocking (Kulikov et al.,
2018) in which N-gram presented in the preceding
context are blocked during candidate expansion.
However, the solution is not suitable for dealing

with implicit or explicit redundant questions with
no N-gram in common.

2.2 Training methods

Although improved decoding algorithms can re-
duce redundant question rates, the underlying issue
has not been resolved: the model still assigns a high
probability for undesirable response candidates.
Several training methods have been proposed to
address this problem. For dialogue response gen-
eration, (He and Glass, 2019) proposed a negative
training framework to resolve the problem of mali-
cious and generic responses. (Welleck et al., 2019)
stated that the standard likelihood training objec-
tive for text generation is a flawed approach, which
contributes significantly to the generation of unde-
sirable behaviors. They then proposed an unlike-
lihood training objective that forces unlikely gen-
erations to be assigned a lower probability by the
model. The method is then applied to reduce not
only dull and repetitive sentences but also inconsis-
tent and contradictory responses (Li et al., 2021b).
Another approach to discourage the model from
generating undesirable texts is contrastive training
(Cao and Wang, 2021; Li et al., 2022), which aims
to differentiate the embedding representations of
positive and negative responses.

3 Methodology

3.1 Dialogue generation

The goal of open-domain dialogue generation is
to predict the target response ¥ = (Y1, Y2, -, Yn)>
given the dialogue context = = (x1, 3.., ,,) and
augmented information s = (s1, s2,..,8%). The
dialogue context x.,, is the concatenated history
utterances from both speakers while the augmented
information s;.;, can be scenarios, external knowl-
edge, speaker personas, etc.

Since using the full dialogue context is compu-
tationally expensive, prior studies often use a trun-
cated one, e.g. last 128 tokens, alongside personas
from both speakers. The introduction of personas
is to make sure the newly generated response is
consistent with what has been said in the dialogue
history. In this study, we propose another utility of
speaker personas: to avoid asking redundant ques-
tions. For example, if one of the partner’s personas
is I am a vegan, then the chatbot should not ask a
question like What is your favorite kind of meat?.

To augment the generation with personas, we use
the Fusion-in-Decoder (Izacard and Grave, 2020)
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Figure 2: Response generation with augmented speaker personas using Fusion-in-Decoder method.

as shown in Figure 2. We prepend each of the top
N personas to the dialogue context and encode
them independently using an encoder. The decoder
then attends to the concatenated encoding outputs
to produce a final response. To extract speaker
personas from conversation history, we use a pre-
trained BB2 Memory Decoder from ParlAI%. All
partner personas are used to produce the responses.

3.2 Likelihood training

Given a dataset D = {(x",s™,y")} collected
from real human conversations, we train a response
generation model using standard maximum likeli-
hood estimation (MLE)

*CMLE(p97x+a S+a ) ) =
ly*|
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t=0

where x is the truncated dialogue context, s* is
the speaker personas, y ™ is the next target response,
and y;" is the t-th token of y .

4 Redundancy mitigation methods

4.1 Unlikelihood training

We apply the unlikelihood loss (UL) (Welleck et al.,
2019) to discourage the model from generating
undesirable responses. Given an incoherent dataset
D= = {(z7,s7,y")}, the loss is computed as:
Lur(pg,x=,87,y7) =

[y~ |

= B(y;) log(1 = paly; |2, 57, y=,))

t=0

where y~ is the undesirable response, and s~ con-
tains partner’s persona that make y~ a redundant
question. [(y, ) is a candidate-dependent scale
that controls how much the token ¢-th should be
penalized. We set 5 = 0 for the first two tokens
of the question and for tokens that do not belong
to the question. The /3 values for the remaining
tokens are set to 1.

*https://par].ai/docs/zoo.htm]

We train the model with a mixture of likelihood
and unlikelihood losses to avoid degradation. The
likelihood is performed on D to push up the prob-
ability of tokens in the positive response y+ while
unlikelihood is performed on D~ to push down the
probability of tokens in the undesirable response
y~. It should be noted that samples from DT and
D™ can overlap or differ. In this study, we generate
D~ using the same samples from DT,

For each positive sample (z*,s™,y") in DT,
we generate the corresponding negative one
(x=,s,y )by keepingzandy: x~ = a*; y~ =
y. We then append an additional partner persona
Sneg to the existing personas: s~ = sT+ Sneg- The
negative persona sy is chosen so that its presence
will turn the positive response ¢y into a negative
one. For example, if the positive response is What
is your favourite kind of meat?, then an example
of s,eq should be I am a vegan. A simple strategy
to generate s,.4 iS to extract the partner persona
from the next response in the dialogue. Figure 3
illustrates how a positive and a negative training
sample are generated.

As the samples from D™ and D~ overlap, the
total loss can be now written as follow:

‘C - ACMLE'(I)97:1:7 S+7y) + EUL(peva Sia y)

4.2 Classification

As the model can produce multiple responses given
the input, we can filter out candidates containing
redundant questions. Hence, we can build a bi-
nary classification model that can detect whether a
generated response contains such questions. The
model takes three inputs: the truncated dialogue
context, partner speaker persona, and the generated
response. Rather than inputting all speaker per-
sonas at once for a single prediction, we split them
into multiple one-sentence personas and perform
multiple predictions. If any of the predictions in-
dicate redundancy in the generated response, we
classify it as containing redundant questions.

To generate training data for the classification
model, we use the same DT and D~ sets discussed
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in Section 4.1. For the redundant class, we pair up
the negative partner persona s, with the target
response y and dialogue context . Meanwhile, we
replace s, With a partner persona presented in s
to form the non-redundant class.

We fine-tune three pre-trained language mod-
els, namely XLnet (Yang et al., 2019), RoBERTa
(Liu et al., 2019), and DeBERTa (He et al., 2020),
for classification task. Each training sample is
formed by concatenating the dialogue context, part-
ner speaker persona, and generated response with
a separator token in between.

4.3 Contrastive decoding

To address the repetition problem in text genera-
tion, (Su et al., 2022) has proposed a new approach
called contrastive decoding. Since the method was
originally designed for decoder-only language mod-
els (e.g., GPT2), we made some modifications to
adapt it to encoder-decoder models.

Given the context x and prefix decoded text y¢,
the selection of the output token y; follows:

model confidence

—_——~
yr = argmax{(1 — o) x pp (v | y<¢, ©)
veV (k)

— a X max{sim (hv; hm;‘>}}

degeneration penalty

Where V(%) is the set of top-k predictions from
the model’s probability distribution pg (- | y<¢).
The representation of token v, denoted as h,,, refers
to the decoder output (i.e., the hidden state of the
final layer) given the concatenation of the prefix
y<¢ and v, as well as the encoder outputs of the
dialogue context z. Similarly, the representation
hxy is the decoder output of the j-th token of the
n-th turn in the dialogue context. hﬂﬁ? is computed
based on the concatenation of the prefix 22 ; and
7, as well as the encoder outputs of dialogue con-
text <™. sim(-, -) computes the cosine similarity
between token representations while o € [0, 1]
controls the importance of model confidence and
degeneration penalty. Model confidence refers to
the probability assigned by the model to the candi-
date v, while the degeneration penalty measures the
similarity between the candidate v and all tokens
presented in the dialogue context. We set o = 0.4
based on the results presented in (Su et al., 2022).

4.4 Contrastive training

Contrastive learning can be used to discourage
model from generating undesirable responses (Cao
and Wang, 2021). We propose a contrastive train-
ing objective that drives the model to favour the
generation of non-redundant questions over redun-
dant ones. Given a positive sample g7 = (x, s, y)
from DT and its corresponding negative sample
q~ = (x,s,y) from D, the objective is to dif-
ferentiate the question representations between the
two samples. Assume that we have a positive set
P = {q¢f = q",q],...q},} generated from ¢*
and a negative set N = {¢; = ¢ ,q5 .., ¢, } gen-
erated from ¢, the contrastive loss for ¢ can be
written as follow:

exp(sim(h}, b))

-1
l=—5— Z log
1P| exp(sim(h;", h

) o, 5 el )

+ 4
qf #q ar#q;

Where hj and h;r are representations of qj and
q;.r, while hy is representation of g, which can be
either a sample of the positive or negative set.

Sample construction. Given a positive sample
gt = (x,sT,y), we generate its sibling posi-
tive/negative samples by keeping = and y but ap-
pending an additional partner persona s, to the
existing personas s™. s,44 is chosen from a persona
pool S, which is a collection of all speaker personas
extracted from the training set. First, we rank per-
sonas in .S based on their similarity scores to the
context x and then pick the top-k personas as s44q.
After that, we use the redundant classifier from Sec-
tion 4.2 to classify the each input (z, S444,y). If
the prediction is redundant, we use s,qq to generate
a negative sample, otherwise we use it to construct
a positive one.

Sample representation (h..). We use the outputs of
the decoder’s last layer to form the representation i
for each positive and negative sample. More specif-
ically, we only average over tokens that belong to
the question in the target response y.

Training. To avoid model degradation, we com-
bine contrastive loss with the original MLE loss
L=Lyrg+ LcL.

4.5 Unlikelihood training with augmented loss

We reuse the sample construction method from Sec-
tion 4.4 to increase the coverage of the training set
and boost the performance of unlikelihood training.
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More specifically, we augment the original unlikeli-
hood loss with loss computed from sibling positive
and negative samples as follow:

1P|
Z'CMLE(an:E)Sj)y)
i=1

N
1 [N

+ W Z[’UL(pevma S;vy)
=1

1

‘Caug = m

Where P and N are the positive and negative
sets. sj is the speaker persona of i-th sample from
P and s; is the speaker persona of j-th sample
from N. Samples from P and N are included in
the same batch of training. Using augmented loss
helps the model better distinguish between negative
and positive samples, which reduces the number of
redundant questions while maintaining quality of
the original model.

5 Experiments setup

5.1 NRQ dataset

As there is no available dataset addressing the prob-
lem of redundant questions, we create a new non-
redundant question set called NRQ, which con-
sists of positive training samples for D and nega-
tive samples for D~. To form our D, we gather
training samples from Wizard of Wikipedia (WoW)
(Dinan et al., 2018), Empathetic Dialogues (ED)
(Rashkin et al., 2018), Blended Skill Talk (BST)
(Smith et al., 2020), Multi-Session Chat (MSC)
(Xu et al., 2021), and Wizard of Internet (WOI)
(Komeili et al., 2021) datasets. Note that we only
select samples with questions presented in the tar-
get response. To extract speaker personas from
conversation history, we use a pre-trained Dialogue
Summarization Model from Parl Al

To create negative samples for the NRQ dataset,
we use the approach outlined in Section 4.1, illus-
trated in Figure 3. Specifically, we convert each
positive sample (x, s*,y) into a negative one by
augmenting the speaker personas s with a neg-
ative partner persona syeq (€.g. I have two girls),
which we obtain from the partner personas of the
next dialogue turn (e.g. Yes, I have two girls),
denoted as sy.,:. However, this procedure poses
two challenges: (i) spe ¢ may contain multiple per-
sonas, some may not be relevant to the questions
posed in the target response y, (i) Spez+ Mmay be
entirely irrelevant, for instance if the next dialogue
turn is off-topic or the persona extractor model

You'll have your day, | too struggled, but
| am now married

That's great. | hope | can find true love.

| feel like you will some day

——— Thank you. Do you have any kids? —————
Yes, | have two girls !

[ Persona extractor }

' '
1 1
v v

| have two girls <|
]
L Dialogue context J

Speaker personas
+ Undesirable response

| am married

Dialogue context
Speaker personas
Target response -

Negative sample Positive sample

Figure 3: A training sample of NRQ dataset

fails to identify the correct personas. As a result,
we rely on human annotators to select only the rele-
vant Syeq from s,,¢;¢ and discard samples where no
relevant s, can be found. The number of samples
in NRQ is 100,181 before filtering, and 50,178 after
filtering. We split the final dataset into 46,286 for
training, 2,000 for validation, and 1,892 for testing.

Redundant question classification. As described
in Section 4.2, we use D" and D~ to generate train-
ing data for our the redundant question classifier,
resulting a total of 48,297 and 45,494 samples for
redundant and non-redundant class respectively. In
addition, we incorporate human annotation results
mentioned above where the negative persona sy
is deemed irrelevant to the question. This provides
an additional 39,271 non-redundant samples.

5.2 BB2 Baseline

As training an end-to-end generation model from
scratch is computationally expensive, we choose to
use the pre-trained BB2 model (3 billion parame-
ters) as baseline. Our goal is to reduce the number
of redundant questions generated by the model.
The BB2 model is fine-tuned from the Blenderbot1
model (Roller et al., 2020b) on BST, MSC, and
WOI datasets. For decoding, we use beam search
with 4-gram blocking to prevent repetitive ques-
tions from generating. The maximum number of
tokens in the dialog context is set to 128.
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5.3 Evaluation

Perplexity (PPL) is a metric to measure how well a
generation model predicts a response. We want the
model to output low perplexity scores for good and
coherent responses while producing high perplexity
scores for undesirable responses such as redundant
questions in our case.

Diversity measures lexical diversity of generated

texts, which is computed based on corpus-level

repetition at different n-gram levels as follow:
. . 4 —

diversity = 'anz(l-O — 55" ), where rep-n

1.0 — lunigue n=grams(C)], v 3¢ 5 collections
: [total n—grams(C)| °

of generated responses by the model.

Coherence measures the semantic similarity be-
tween dialogue context and generated response.
We use SimCSE following (Su et al., 2022) to com-
pute the similarity in the embedding space.

Redundant question rate is the percentage of gen-
erated questions that are redundant. For automatic
evaluation, we use the classifier presented in Sec-
tion 4.2 to check if a question is redundant.

Automatic evaluation is essential for hyperparam-
eter tuning and model selection. To automatically
estimate quality of generated texts, we first per-
form self-chat, i.e two chatbots chatting with each
other, to generate 50 bot-bot dialogues using BB2
Baseline. To make sure each dialogue is different,
we seed each one with a human-human conversa-
tion (25 turns) from the MSC Session1&2 and then
generate 40 more turns. After that, we calculate di-
versity, coherence, and redundant rate scores based
on the generated questions.

Human evaluation. We recruited human annota-
tors from Amazon Mechanical Turk to conduct 50
human-bot conversations for evaluation. We seed
each human-bot conversation with 25 turns from
MSC Sessionl&?2. The human and the bot, i.e BB2
Baseline, are asked to continue each seeded con-
versation for 40 turns. After that, we asked another
group of annotators to manually check if each gen-
erated question is a redundant question based on
the entire conversation.

Method comparison. We propose a method for
a fair comparison between the BB2 Baseline and
other approaches mentioned in Section 4. Instead
of having each model conduct its own conversa-
tions, we use responses generated by the BB2
Baseline as a ground for comparison. For each

F1-score

Models Acc
Non-
Redundant
redundant
XLNet 88.3% 85.9 90.0
RoBERTa 88.6% 86.3 90.1
DeBERTa 88.2% 86.5 89.5

Table 1: Redundant question classification results on
the test set. Acc stands for accuracy.

of the BB2-generated questions, we regenerate it
with the compared models and then recompute the
evaluation scores. In cases where a model does
not generate any questions at the end, we replace
the end-of-sentence token with the most probable
question-words token (e.g. what, how, when, etc)
and continue the decoding process.

5.4 Training configuration

We fine-tune the BB2 Baseline using one A100
GPU with an Adam optimizer. The learning rate
and batch size are set to Se-6 and 8. The model
is fine-tuned in a multi-task fashion using samples
from BST, MSC, WOI, and NRQ datasets. We
draw samples from each task equally in a round-
robin fashion. We use early stopping based on the
combined score of test set perplexity and redundant
question rate of bot-bot conversations.

6 Experiment results

Redundant question classification. We first report
performances of our redundant question classifier
in Table 1. As can be seen, all three models per-
form similarly well, with ROBERTa achieving the
highest accuracy of 88.6%. Therefore, we choose
RoBERTa to automatically calculate the redundant
question rate of the generation models in subse-
quent analyses.

Conversation length vs redundant rate. As
shown in Figure 4, the redundant question rate
increases significantly with respect to the length
of the conversation. For BB2 Baseline, the rate is
18.4% at turn 30. The number further increases
by another 8.1% when the conversation reaches
65 turns. However, this issue is not a concern in
previous studies as most evaluate the chatbots on a
short conversation setting (less than 10 turns). The
increase in redundant rate can be attributed to the
limited number of topics the chatbot can initiate.
When the conversation is prolonged, it often revisit
topics that have already been discussed.
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Figure 4: The impact of conversation length and trun-
cated context length on redundant question rate.

Truncated context length vs redundant rate. The
limitation of 128 tokens for truncated dialogue in
the BB2 Baseline could be the cause of higher re-
dundant question rate. Increasing the truncation
length could be considered as a possible solution
to address this issue. To investigate this hypothesis,
we utilized the MSC model (Xu et al., 2021), which
was specifically trained on the MSC dataset to ef-
fectively handle long conversations. In Figure 4,
the results demonstrate a significant reduction in re-
dundancy rates by extending the truncation length.
For conversations with a length of 30, the redun-
dancy rate decreased from 18.4% (truncated at 128)
to 10.4% (truncated at 1024). However, it is impor-
tant to note that despite these improvements, they
still fall short compared to the BB2 Tuned model
using our proposed methods, while also incurring
increased training and inference costs.

Bias in training data. Another contributing factor
to the redundant issue is the bias of the BB2 Base-
line towards common topics, such as pets, hobbies,
and careers, which increases the likelihood of re-
peating the same topics over again. An explanation
can be seen in Table 2, which shows the most fre-
quent redundant questions generated by the BB2
Baseline. Obviously, these questions strongly over-
lap with the most frequent questions in the training
data of BB2 Baseline, demonstrating the model’s
tendency to generate the most probable questions
as a downside of maximum likelihood estimation.

Mitigation methods comparison. We apply miti-
gation methods to improve the performance of BB2
Baseline. As can be seen in Table 3, our proposed
methods are able to not only reduce the redundancy
rate but also increase the diversity score. Discus-
sions for each method is provided as below:

Most common redundant questions
Do you have any pets?

What kind of dog do you have?
What do you do for a living?

What are you studying in school?
What kind of music do you like?
Most common questions in training data
What do you do for a living?

Do you have any pets?

Do you have any hobbies?

Where are you from?

What music do you like?

Table 2: Most common redundant questions generated
by the BB2 Baseline and most frequent questions pre-
sented in the training data of the model.

BB2 Baseline does not perform well in most met-
rics. The negative perplexity is significantly lower
than the positive one, indicating that the model is
more likely to generate redundant questions instead
of target questions. Additionally, the low measure
of lexical diversity suggests that the model tends to
produce common but repetitive questions, resulting
in a high redundant rate of 26.5%.

Contrastive decoding can significantly reduce the
redundant question rate to 17% without the need
to retrain the model. This improvement can be
explained by the significant increase in diversity
score, indicating that the model favors less repet-
itive questions. We also observe an improvement
in coherence score, which is consistent with prior
studies (Su et al., 2022).

Unlikelihood training obtains the best redundant
rate at 7.5%, thanks to significant increases in neg-
ative PPL and diversity score. The slight increase
in positive PPL suggests a tiny degradation in the
quality of the generated questions, which demon-
strates by a lower coherence score. However, using
augmented loss and further combining with con-
trastive decoding bring considerable improvements
across all metrics, especially in diversity score.

Contrastive training reduces the redundant rate
to 11.4% but it is still pales in comparison to un-
likelihood training. Also, using contrastive train-
ing comes at the cost of question degeneration, as
demonstrated by the increase in both negative and
positive PPL. It can be seen that the model is con-
fused between the task of degenerating redundant
questions versus degenerating all questions.
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Positive

Negative

Redundant

Methods PPL PPL Coherence Diversity cate
BB2 Baseline 12.2 7.9 0.34 0.02 26.5%
Contrastive decoding - - 0.36 0.07 17.0%
Contrastive training 14.4 69.6 0.34 0.11 11.4%
Unlikelihood training 12.5 37.5 0.32 0.09 7.50%
+ Augmented loss 12.7 38.0 0.33 0.12 6.44%
+ Contrastive decoding - 0.33 0.15 6.66%

Table 3: Performances of different redundancy mitigation methods. Positive PPL refers to the perplexity of target
questions from positive samples, while negative PPL refers to the perplexity of redundant questions from negative
samples. We compute the positive PPL on the combined test set of BST, MSC, WOI, and NRQ. Negative PPL is
computed on the NRQ test set. Coherence, diversity, and redundant rate are computed on the generated questions

from 50 bot-bot conversations.

Methods Redundant
BB2 Basecline 27.2%
Classification 15.4%
Unlikelihood 11.4%
Unlikelihood + Classification 8.7%

Table 4: Evaluation results on 50 human-bot dialogues

BB2 Tuned
62.1%

BB2 Baseline
37.8%

Table 5: Win rate of the BB2 Baseline and our proposed
approach.

Human evaluation. Table 4 reports human eval-
uation results on 50 human-bot dialogues. The
results indicate that the BB2 Baseline still has a
high redundant question rate of 27.2%, highlight-
ing the need for effective solutions. While using a
redundant classifier alone can reduce the rate sig-
nificantly to 15.4%, this is still much higher than
the 11.4% rate achieved with unlikelihood train-
ing. The failure of the redundant classifier can be
attributed to two reasons: (1) Since the problem of
assigning high probabilities to redundant questions
remains unaddressed, it is not uncommon that the
model generates all candidate responses with re-
dundant questions (2) With an accuracy of 88.6%,
the redundant classifier can misclassify some re-
dundant questions as non-redundant. Nevertheless,
using classification on top of unlikelihood training
can reduce the redundant rate further to 8.7%.

We can see that the improvements in human-bot
conversations are considerably lower compared to
bot-bot conversations. This is due to the fact that
human-bot conversations are typically more var-
ied and less predictable than bot-bot conversations.

In contrast, bot-bot conversations tend to revolve
around common topics and employ a shared vocab-
ulary that is well-represented in the training data of
the NRQ dataset.

Finally, we asked human annotators to compare
the overall question-asking ability of the original
BB2 Baseline with our proposed method comb-
ing unlikelihood training with redundant classifier.
For each pair of comparisons, two annotators were
asked to choose which of the two generated re-
sponses was better, or if they were both equally
good or bad. In cases where the annotators dis-
agreed, we manually reviewed the case and deter-
mined the correct annotation. When calculating
the win rate, we excluded comparison cases where
both responses were equal in quality. According
to the results presented in Table 5, our approach
significantly outperforms the original model.

7 Predictions analysis

We present several successful and failed cases of
the proposed approach. Table 6 compares perplexi-
ties of the BB2 Baseline and BB2 tuned with unlike-
lihood training in generating the target questions
based on different partners’ personas. On the one
hand, if the partner’s persona, i.e I have a dog, has
nothing to do with the target question, i.e What do
you do for a living, then there is not much differ-
ence in perplexity between BB2 Baseline and BB2
Tuned. This suggests that the proposed negative
training method does not badly affect the question-
asking ability of the original BB2 Baseline. On the
other hand, if the presence of the partner’s persona,
i.e I'm a software engineer, turns the target ques-
tion into a redundant question, then the perplexity
of the BB2 Tuned model increases significantly to
68.5 while the number for BB2 Baseline remains
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Question perplexity

Questions Partner’s persona Baseline Tuned
I have a dog. 2.04 242
What do you do for a living? | I’m a software engineer. 2.06 68.5
I’'m still in high school. 2.07 3.41
I like to read books. 2.56 249
Do you have any pets? I have a cat and a dog. 2.52 50.0
My apartment doesn’t allow pets. 2.48 2.93

Table 6: Example perplexities of the BB2 Baseline and BB2 Tuned with NRQ when predicting the target questions.

very low, at 2.06. We also note that one of the
weaknesses of the BB2 Tuned model is that it is
still unable to spot redundant questions if they are
not clearly related to the partner’s persona. For in-
stance, the partner’s persona I’m still in high school
can be interpreted as I don’t have a job but the BB2
Tuned model still assigns a very low perplexity for
the redundant question What do you do for a living.

8 Conclusion

Asking good questions is an important skill for
a chatbot to engage in a long-term conversation.
This study first introduces the problem of redun-
dant questions in neural text generation models.
Several methods, including negative training, de-
coding, and classification have been proposed to
lower the probabilities of these undesirable ques-
tions. We also create the first-of-its-kind dataset
named NRQ dataset containing training samples
with a redundant question assigned to each dia-
logue context and speaker personas. We validate
our methods with the BB2 model and observed a
significant reduction of the redundant rate, which
results in a higher rating for the questioning skills
of the chatbot. We believe the proposed approaches
and datasets will be beneficial for building future
dialogue systems.
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Limitations

Resource hungry. One of the difficulties in de-
ploying large-scale neural text generation models
is resource allocation and latency problems. For
example, the BB2 Baseline 3B requires at least a
16GB GPU and a couple of seconds to generate the
response using one Tesla V100. As our approach

requires inputting all of the partner’s persona along-
side dialog context, it almost doubles the inference
time and increases the use of GPU memory signifi-
cantly. As a result, it is not resource-friendly when
the conversation is prolonged. A possible solution
to this is to use the RAG retriever model to select
a few relevant partner personas and incorporate
only these into the input. However, this may be
difficult to do so as we might not know what ques-
tions are going to be generated during decoding. A
redundant question might be generated because a
partner’s persona is missing.

The redundant rate is still high. Although the pro-
posed approach significantly reduces the redundant
question rate, the number still remained relatively
high, at 8.7%. We believe this is a much more
serious issue compared to other challenges, such
as contradiction or “hallucinations”, as it is very
uncomfortable for the user to repeat the same in-
formation or discuss a topic multiple times during
the conversation. As mentioned in the previous
sections, one of the main weaknesses of the fine-
tuned model is the failure in recognizing the in-
direct relations between a speaker persona and a
redundant question. We believe the problem can be
addressed by scaling up the size of the NRQ dataset
to cover more of these difficult cases. Better data
augmentation techniques can also be used to di-
versify redundant questions and negative partner
personas.
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