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Abstract

Answering multi-hop questions over hybrid fac-
tual knowledge from the given text and table
(TextTableQA) is a challenging task. Existing
models mainly adopt a retriever-reader frame-
work, which have several deficiencies, such
as noisy labeling in training retriever, insuffi-
cient utilization of heterogeneous information
over text and table, and deficient ability for
different reasoning operations. In this paper,
we propose a three-stage TextTableQA frame-
work S3HQA, which comprises of retriever,
selector, and reasoner. We use a retriever with
refinement training to solve the noisy labeling
problem. Then, a hybrid selector considers
the linked relationships between heterogeneous
data to select the most relevant factual knowl-
edge. For the final stage, instead of adapting
a reading comprehension module like in previ-
ous methods, we employ a generation-based
reasoner to obtain answers. This includes two
approaches: a row-wise generator and an LLM
prompting generator (first time used in this
task). The experimental results demonstrate
that our method achieves competitive results
in the few-shot setting. When trained on the
full dataset, our approach outperforms all base-
line methods, ranking first on the HybridQA
leaderboard.1

1 Introduction

Question answering systems devote to answering
various questions with the evidence located in the
structured knowledge base (e.g., table) (Pasupat
and Liang, 2015; Yu et al., 2018) or unstructured
texts (Rajpurkar et al., 2016). Considering that
many questions need to utilize multiple sources
of knowledge jointly in real-world applications,
the hybrid form of question answering over texts
and tables (TextTableQA) has been proposed and
attracted more and more attention (Chen et al.,

1https://codalab.lisn.upsaclay.fr/
competitions/7979.

Year Score Athlete Place
1960 8,683 Rafer Johnson Eugene
1960 8,709 Philip Mulkey Memphis
1963 8,089 Chuan-Kwang Yang Walnut

Q1: Who is the athlete in a city located on the Mississippi River?
A1: Philip Mulkey
Q2: In which year did Walnut-born athletes participate in the Rome Olympics?
A2: 1960
Q3: Who is the higher scoring athlete from the cities of Eugene and Walnut?    

Comparison
A3: Rafer Johnson

R1

H

R2

R3

P1

P2

…Memphis is a city located along the Mississippi River in southwestern Shelby County, 
Tennessee, United States …

…Chuan-Kwang Yang competed in the decathlon at the 1960 Olympic Games in Rome…

Figure 1: The examples of HybridQA.

2020b,a; Zhu et al., 2021; Chen et al., 2021; Zhao
et al., 2022; Wang et al., 2022a). Fact reason-
ing (Chen et al., 2020a,b) is a critical question type
of TextTableQA. It requires jointly using multiple
evidence from tables and texts to reasoning the
answers with different operations, such as correla-
tion (e.g., multi-hop) and aggregation (e.g., com-
parison). Hyperlinks among some table cells and
linked passages are essential resources to estab-
lish their relationship and support the retrieval and
reasoning for multi-hop questions. As shown in
Figure 1, answering a complex question Q1 re-
quires jointly reasoning from textual evidence (P1)
to table evidence ([R2, Place]) and then to other
table evidence ([R2, Athlete]).

Existing methods consist of two main stages: re-
triever and reader (Chen et al., 2020b; Feng et al.,
2022). The retriever filters out the cells and pas-
sages with high relevance to the question, and then
the reader extracts a span from the retrieval results
as the final answer. However, current methods with
two stages still have three limitations as follows.

1) Noisy labeling for training retriever. Ex-
isting retrieval methods usually ignore the weakly
supervised answer annotation (Chen et al., 2020b;
Wang et al., 2022b; Feng et al., 2022). For the Q2
of Figure 1, we cannot know the specific location
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Figure 2: An overview of S3HQA framework. The retrieval stage is divided into two steps. The hybrid selector
considers the linked relationships between heterogeneous data to select the most relevant factual knowledge.

of the hybrid evidence, only given the final answer
"1960". Therefore, there is a lot of pseudo-true evi-
dence labeled (Marked in green) automatically by
string matching, which introduces a lot of evidence
noise.

2) Insufficient utilization of heterogeneous in-
formation. After retrieval, existing methods se-
lected a particular cell or passage for reading to
extract the final answer (Chen et al., 2020b; Wang
et al., 2022b). As for Q1 in Figure 1, previous mod-
els were more likely to choose P1 or the coordinates
[R2,Place] to extract the answer. However, these
methods seldomly used the hybrid information of
table schema and cell-passage hyperlinks, which is
the key factor in answering multi-hop questions.

3) Deficient ability for different reasoning op-
erations. Previous methods (Eisenschlos et al.,
2021; Kumar et al., 2021; Wang et al., 2022b)
mainly used an extraction module to obtain an-
swers, which cannot support knowledge reasoning
that requires comparison, calculation, and other
operations.

In this paper, we propose a three-stage approach
S3HQA to solve the above problems. (1) Retriever
with Refinement Training, we propose a two-step
training method, splitting the training data into two
parts, so that the noise in the retrieval phase can be
alleviated. (2) Hybrid Selector has been proposed
and selects supporting facts with different granular-
ity and resources depending on the question type.
By considering the hybrid data of tables and text,
this paper proposes a hybrid selection algorithm
that can effectively utilize the heterogeneous infor-
mation of tables and passages. (3) Generation-
based reasoner utilizes a generation-based model

for addressing different question types. The model
allows better aggregation of information on the
input side, which not only have better multi-hop
reasoning capabilities but also be able to handle
comparison and counting questions. Furthermore,
we are the first to use the LLM in-context learning
approach for table-text hybrid question-answering
tasks.

We evaluate our proposed model on the chal-
lenging TextTableQA benchmark HybridQA. The
empirical results show that our approach outper-
forms all the existing models2.

2 Our Approach

2.1 Problem Definition

Given a natural language question Q = {qi}|Q|
i=1

and a table T with ⟨H,R⟩, H indicates the table
headers, and R = {ri}|R|

i=1 indicates the rows with
number |R|. Each row ri is consists of N cells ri =
{cij}Nj=1. The header’s number is also N . Some
cells have a linked passage Pij . Our goal aims
to generate the answer A with model Θ, which
is a span from table cells or linked passage or a
derivation result of counting questions.

2.2 Retriever with Refinement Training

The retriever aims to perform initial filtering of
heterogeneous resources. However, accurately la-
beling the location of answers consumes high la-
beling costs. For TextTableQA data, the answer A
usually appears in multiple locations, which makes
it difficult for us to generate precise retrieval la-

2We released the source code at https://github.
com/lfy79001/S3HQA
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bels. We use a two-step training method, with a
row-based retriever and a passage-based retriever
for each step.

Inspired by (Kumar et al., 2021), the retrieval has
two steps. First, we divide the data D into two folds
according to the string matching labels Gi. Specif-
ically, for a question-answer instance, the answer
A appears one time as D1, and the instance whose
answer A appears multiple times as D2. Take the
example in Figure 1, Q1, Q3 belongs to D1 while
Q2 belongs to D2. The data is organized in the
form of [CLS]q1q2...q|Q|[SEP]ci1ci2...ciN[SEP] or
[CLS]q1q2...q|Q|[SEP]pij[SEP].

In the first step, we only use D1 to train a model
Θ1, which data are noiseless. Then in the second
step, we use the trained weight Θ1 to train the
model Θ2. For the input x, the loss function is:

L(Θ2, x,R) =
∑

z∈R
−q(z) log pΘ1(z|x)

where q(z) = pΘ1(z|x, z ∈ R) is the probability
distribution given by the model restricted to can-
didate rows R containing the answer span, taken
here as a constant with zero gradients (Eisenschlos
et al., 2021).

Meanwhile, we use a passage-based retriever
to enhance the performance of a row-based re-
triever (PassageFilter). Specifically, we use the
passage-based retriever to obtain a prediction score
of passage relevance. Based on this score, we re-
order the input of the row-based retriever. It avoids
the limitation on input sequence length imposed by
the pre-trained model.

2.3 Hybrid Selector

This module needs to combine the results of the
two granularity retrievers. As for this task, we
consider the question type and the relationships
between the table and linked passages essential.
As shown in Figure 2, the hybrid selector chooses
the appropriate data source from the two retrieval
results depending on question types.

Specifically, for general bridge multi-hop ques-
tions, we use a single row and its linked passage.
While for comparison/count questions, we con-
sider multiple rows and further filter the related
sentences, delete the linked paragraphs with the
low scores. This not only enables the generation
module to obtain accurate information, but also
prevents the introduction of a large amount of unre-
lated information. The selector algorithm outputs a

mixed sequence with high relevance based on the
relationship between the question, the table, and the
passages. The algorithm is shown in Algorithm 1.

Algorithm 1 Hybrid Selector Algorithm.
Input: question Q, table rows R, linked passages P , row-

based retriever ΘR, passage-based retriever ΘP , selector
target row count NS

Output: generator input S
Get the row/passage ordered list by relevant scores

1: OR ← sort(ΘR(Q,R))
2: OP ← sort(ΘP (Q,P))
3: ptype ← Classification(Q)
4: if ptype = bridge then
5: if OP [0] in OR[0] then
6: S ← Q+OR[0]
7: else
8: S ← Q+OR[0] +OP [0]
9: end if

10: else
11: OPC ← P[len(OP)//2 :]
12: S ← Q+OR[0 : NS ]−OPC
13: end if
14: return S

2.4 Generation-based Reasoner
The results of the selector take into account both
two granularity. Unlike the previous approaches,
which were based on a span extraction module, we
use a generation-based model for answer predic-
tion.

2.4.1 Row-wise generator
To generate an accurate answer string A =
(a1, a2, ..., an) given the question Q and selection
evidence S , we perform lexical analysis to identify
the question type, such as counting or comparison,
by looking for certain keywords or comparative ad-
jectives. We utilize two special tags ⟨Count⟩ and
⟨Compare⟩, which indicates the question types.

We then use the results of the passage retriever
to rank the passages in order of their relevance,
eliminating the impact of model input length lim-
itations. Finally, we train a Seq2Seq language
model with parameters Θ, using the input sequence
Q,S and the previous outputs a<i to optimize the
product of the probabilities of the output sequence
a1, a2, ..., an:

A = argmax
n∏

i=1

P (ai|a<i,Q,S; Θ)

2.4.2 LLM prompting generator
With the emergence of large language models, In-
Context Learning (Dong et al., 2022) and Chain-of-
Thought prompting (Wei et al., 2022) have become
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Table Passage Total
Dev Test Dev Test Dev Test

EM F1 EM F1 EM F1 EM F1 EM F1 EM F1
Unsupervised-QG (Pan et al., 2021) - - - - - - - - 25.7 30.5 - -
HYBRIDER (Chen et al., 2020b) 54.3 61.4 56.2 63.3 39.1 45.7 37.5 44.4 44.0 50.7 43.8 50.6
DocHopper (Sun et al., 2021) - - - - - - - - 47.7 55.0 46.3 53.3
MuGER2 (Wang et al., 2022b) 60.9 69.2 58.7 66.6 56.9 68.9 57.1 68.6 57.1 67.3 56.3 66.2
POINTR (Eisenschlos et al., 2021) 68.6 74.2 66.9 72.3 62.8 71.9 62.8 71.9 63.4 71.0 62.8 70.2
DEHG (Feng et al., 2022) - - - - - - - - 65.2 76.3 63.9 75.5
MITQA (Kumar et al., 2021) 68.1 73.3 68.5 74.4 66.7 75.6 64.3 73.3 65.5 72.7 64.3 71.9
MAFiD (Lee et al., 2023) 69.4 75.2 68.5 74.9 66.5 75.5 65.7 75.3 66.2 74.1 65.4 73.6
S3HQA 70.3 75.3 70.6 76.3 69.9 78.2 68.7 77.8 68.4 75.3 67.9 75.5
Human - - - - - - - - - - 88.2 93.5

Table 1: Performance of our model and related work on the HybridQA dataset.

two particularly popular research topics in this field.
In this paper, we introduce a prompting strategy for
multi-hop TextTableQA.

We utilize selection evidence S and apply LLM-
based prompting. We conducted experiments
on both vanilla prompting and chain-of-thought
prompting in zero-shot and few-shot scenarios.

3 Experiment

3.1 Experiment Setup

Datasets We conduct experiments on Hy-
bridQA (Chen et al., 2020b). The detailed statistics
are shown in Appendix A. For evaluation, we fol-
lowed the official evaluation to report exact match
accuracy and F1 score.
Implementation details The implementation de-
tails are shown in Appendix B. The experimental
results are the average of five times results.

3.2 Fully-supervised Results

Table 1 shows the comparison results between our
models with previous typical approaches on both
development and test sets. It shows that our pro-
posed S3HQA works significantly better than the
baselines in terms of EM and F1 on HybridQA.
The results indicate that S3HQA is an effective
model for multi-hop question answering over tabu-
lar and textual data. Specifically, it can effectively
handle multi-hop reasoning and make full use of
heterogeneous information.

However, we found that our approach was out-
performed by the DEHG model (Feng et al., 2022)
in terms of F1 score on the Dev set. We specu-
late that this might be because the DEHG approach
uses their own Open Information Extraction (OIE)
tool.

Model
Dev

EM F1
Zero-shot prompt

GPT3.5 direct 33.1 50.5
GPT3.5 CoT 52.9 66.6

Few-shot prompt (2-shot)
GPT3.5 direct 57.1 68.8
GPT3.5 CoT 60.3 72.1

Table 2: Performance Comparison of LLM-Prompting
Method on Zero-Shot and Few-Shot Scenarios for Hy-
bridQA Dataset.

3.3 LLM-prompting Results

We present our zero-shot and few-shot results in
Table 2. "Direct" refers to a simple prompting
method where only the question, context, and an-
swer are provided to the model without any addi-
tional reasoning process. In contrast, "CoT" in-
volves a human-authored Chain-of-Thought rea-
soning process that provides a more structured and
logical way of prompting the model. The experi-
ments demonstrate that in-context learning used to
prompt large language models can achieve promis-
ing results. Specifically, utilizing the Chain-of-
Thought prompt method can significantly enhance
the model’s performance.

However, it’s worth noting that there is still a per-
formance gap compared to fine-tuning the model
on the full dataset (Table 1). Fine-tuning allows
the model to learn more specific information about
the TextTableQA task, resulting in better perfor-
mance. Nevertheless, our results show that the
LLM-prompting method can be a useful alternative
to fine-tuning, especially when there is a limited
amount of labeled data available.
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3.4 Ablation Studies
We conduct ablation studies on the test set. We
validate the effects of three modules: retriever
with refinement training, hybrid selector, and
generation-based reasoner. The retriever performs
initial filtering of heterogeneous resources; Se-
lectors combined with hyperlinks further identify
the exact evidence needed to answer multi-hop
questions; and the reasoner uses the selection
evidence to obtain the final answer.

Model Top1
S3HQA-RetrieverDB 88.0
S3HQA-RetrieverBE 87.3
w/o Refinement training 84.1
w/o PassageFilter 85.3
Vanilla-RetrieverBE 82.0

Table 3: Ablation study of retrieval results. DB and
BE denote models based on Deberta-base (He et al.,
2020) and BERT-base-uncased (Devlin et al., 2018),
respectively

Model EM F1
S3HQA 67.9 76.5
w/o hybrid selector 65.0 74.9
w/o special tags 67.2 76.0
BERT-large reader 66.8 75.8

Table 4: Ablation study of S3HQA.

Effect of proposed retriever. As shown in
the Table 3, under the setting of using the BERT-
base-uncased model, sing the BERT-base-uncased
model setting, the retriever with refinement train-
ing achieved 87.2. When we use Deberta-base, the
top1 retrieval performance improved by 0.8%. For
w/o refinement training, we use the entire data di-
rectly for training, the top1 recall drops about 3.2%.
For w/o PassageFilter, we remove the mechanism,
the top1 recall drops about 3.2%. For Vanilla-
Retriever, we use the row-based retriever (Kumar
et al., 2021) and remove all our mechanisms, the
top1 score drops about 5.3%. This shows that our
model can solve the weakly supervised data noise
problem well.

Effect of hybrid selector. As shown in the Ta-
ble 4, we removed the selector of S3HQA and
replaced it with the previous cell-based selec-
tor (Wang et al., 2022b). This method directly
uses the top1 result of the row retriever as input to

the generator. w/o hybrid selector shows that the
EM drops 2.9% and F1 drops 1.6%, which proves
the effectiveness of our selector approach.

Effect of reasoner. As shown in the Table 4, we
design two baselines. BERT-large reader (Chen
et al., 2020b; Wang et al., 2022b) uses BERT (De-
vlin et al., 2018) as encoder and solves this task by
predicting the start/end tokens. w/o special tags
deletes the special tags. Both the two experiments
demonstrate our S3HQA reasoner performs the
best for HybridQA task.

4 Related Work

The TextTableQA task (Wang et al., 2022a)
has attracted more and more attention. As
for multi-hop type dataset, previous work used
pipeline approach (Chen et al., 2020b), unsu-
pervised approach (Pan et al., 2021), multi-
granularity (Wang et al., 2022b), table pre-trained
language model (Eisenschlos et al., 2021), multi-
instance learning (Kumar et al., 2021) and graph
neural network (Feng et al., 2022) to solve this task.
As for numerical reasoning task, which is quite
different from multi-hop type dataset, there is also
a lot of work (Zhu et al., 2021; Zhao et al., 2022;
Zhou et al., 2022; Lei et al., 2022; Li et al., 2022;
Wei et al., 2023) to look at these types of questions.
Unlike these methods, our proposed three-stage
model S3HQA can alleviate noises from weakly
supervised and solve different types of multi-hop
TextTableQA questions by handling the relation-
ship between tables and text.

5 Conclusion

This paper proposes a three-stage model consist-
ing of retriever, selector, and reasoner, which can
effectively address multi-hop TextTableQA. The
proposed method solves three drawbacks of the
previous methods: noisy labeling for training re-
triever, insufficient utilization of heterogeneous in-
formation, and deficient ability for reasoning. It
achieves new state-of-the-art performance on the
widely used benchmark HybridQA. In future work,
we will design more interpretable TextTableQA
models to predict the explicit reasoning path.

Limitations

Since the multi-hop TextTableQA problem has
only one dataset HybridQA, our model has experi-
mented on only one dataset. This may lead to a lack
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of generalizability of our model. Transparency and
interpretability are important in multi-hop question
answering. While our model achieves the best re-
sults, the model does not fully predict the reasoning
path explicitly and can only predict the row-level
path and passage-level path. In future work, we
will design more interpretable TextTableQA mod-
els.
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A HybridQA Dataset

HybridQA is a large-scale, complex, and multi-
hop TextTableQA benchmark. Tables and texts are
crawled from Wikipedia. Each row in the table
describes several attributes of an instance. Each
table has its hyperlinked Wikipedia passages that
describe the detail of attributes. It contains 62,682
instances in the train set, 3466 instances in the dev
set and 3463 instances in the test set.

Split Train Dev Test Total

In-Passage 35,215 2,025 20,45 39,285 (56.4%)
In-Table 26,803 1,349 1,346 29,498 (42.3%)
Computed 664 92 72 828 (1.1%)
Total 62,682 3,466 3,463 69,611

Table 5: Data Split: In-Table means the answer comes
from plain text in the table, and In-Passage means the
answer comes from certain passage.

B Implementation Details

B.1 Fully-supervised Setting

We utilize PyTorch (Paszke et al., 2019) to imple-
ment our proposed model. During pre-processing,
the input of questions, tables and passages are tok-
enized and lemmatized with the NLTK (Bird, 2006)
toolkit. We conducted the experiments on a single
NVIDIA GeForce RTX 3090.

In the retriever stage, we use BERT-base-
uncased (Devlin et al., 2018) and Deberta-base (He
et al., 2020) to obtain the initial representations.
For the first step, batch size is 1, epoch number is 5,
learning rate is 7e-6 (selected from 1e-5, 7e-6, 5e-
6). The training process may take around 10 hours.
For the second step, we use a smaller learning rate
2e-6 (selected from 5e-6, 3e-6, 2e-6), epoch num-
ber is 5. The training process may take around 8
hours. In the selector stage, target row count NS

is 3. In the generator stage, we use BART-large
language model (Lewis et al., 2020), the learning
rate is 1e-5 (selected from 5e-5, 1e-5, 5e-6), batch
size is 8, epoch number is 10, beam size is 3 and
max generate length is 20.
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B.2 LLM-prompting Setting
We use the OpenAI GPT-3.5 (text-davinci-003)
API model with the setting temperature = 0 in
our experiments. For the few-shot setting, we use
2 shots. To elicit the LLM’s capability to perform
multi-hop reasoning, we use the text "Read the fol-
lowing table and text information, answer a ques-
tion. Let’s think step by step." as our prompt.

1738



ACL 2023 Responsible NLP Checklist

A For every submission:
�3 A1. Did you describe the limitations of your work?

Section Limitation

�3 A2. Did you discuss any potential risks of your work?
Section Limitation

�3 A3. Do the abstract and introduction summarize the paper’s main claims?
Section1

�7 A4. Have you used AI writing assistants when working on this paper?
Left blank.

B �3 Did you use or create scientific artifacts?
Section2, Section3

�3 B1. Did you cite the creators of artifacts you used?
Section1, 2, 4

�7 B2. Did you discuss the license or terms for use and / or distribution of any artifacts?
Left blank.

�3 B3. Did you discuss if your use of existing artifact(s) was consistent with their intended use, provided
that it was specified? For the artifacts you create, do you specify intended use and whether that is
compatible with the original access conditions (in particular, derivatives of data accessed for research
purposes should not be used outside of research contexts)?
Section3.2, Section3.3

�3 B4. Did you discuss the steps taken to check whether the data that was collected / used contains any
information that names or uniquely identifies individual people or offensive content, and the steps
taken to protect / anonymize it?
Section3

�3 B5. Did you provide documentation of the artifacts, e.g., coverage of domains, languages, and
linguistic phenomena, demographic groups represented, etc.?
Left blank.

�3 B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
Left blank.

C �3 Did you run computational experiments?
Section3

�3 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
Appendix B

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.

1739

https://2023.aclweb.org/
https://2022.naacl.org/blog/responsible-nlp-research-checklist/
https://2023.aclweb.org/blog/ACL-2023-policy/
https://2023.aclweb.org/blog/ACL-2023-policy/


�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
Appendix B

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
Section3.1 and Appendix B

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
Appendix B

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
No response.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.

1740


