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Abstract

We present multilingual Pre-trained Machine
Reader (mPMR), a novel method for multilin-
gual machine reading comprehension (MRC)-
style pre-training. mPMR aims to guide multi-
lingual pre-trained language models (mPLMs)
to perform natural language understanding
(NLU) including both sequence classification
and span extraction in multiple languages. To
achieve cross-lingual generalization when only
source-language fine-tuning data is available,
existing mPLMs solely transfer NLU capability
from a source language to target languages. In
contrast, mPMR allows the direct inheritance
of multilingual NLU capability from the MRC-
style pre-training to downstream tasks. There-
fore, mPMR acquires better NLU capability
for target languages. mPMR also provides a
unified solver for tackling cross-lingual span
extraction and sequence classification, thereby
enabling the extraction of rationales to explain
the sentence-pair classification process.1

1 Introduction

Multilingual pre-trained language models, acro-
nymed as mPLMs, have demonstrated strong Nat-
ural language understanding (NLU) capability in
a wide range of languages (Xue et al., 2021; Cai
et al., 2021, 2022; Conneau et al., 2020a; Ding
et al., 2022; Li et al., 2020a). In particular, mPLMs
can maintain exceptional cross-lingual language
understanding (XLU) capability on unseen target
languages though mPLMs are only fine-tuned on
resource-rich source languages like English.

It has been proved that optimizing cross-lingual
representations of mPLMs can improve XLU ca-
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1The code, data, and checkpoints are released at https:
//github.com/DAMO-NLP-SG/PMR

mPLM mPLM
MRC Head
mPMR

Source Label Data (EN)
The pizza is delicious. => Positive
Tom eats pizza.=> ("Tom",PER)

Transfer from
source language

Inherit from 
MRC pre-training

Pr
e-
tr
ai
ni
ng

Fi
ne
-tu

ni
ng

Definition Article Mention Article

印欧语系 (Q19860)
印欧语系，全称印度—欧罗巴语系，是世界上
分布最⼴泛的语系 ...

🔗

Supervised Learning (Q334384)
Supervised learning (SL)  is a machine
learning  paradigm for problems where the
available data consists of labelled examples ...

Artificial Intelligence (Q11660)
... Supervised learningQ334384  requires a
human to label the input data first, and comes
in two main varieties ...

🔗

XLU

AR
DE

ES

FR
IT

PT

RU

ZH

语⾔ (Q315)
... 有共同组语的⼀组语⾔称为语系。印欧语
系Q19860 的语⾔在今天为使⽤⼈数之最 ... 

Retrofitting mPLM to mPMR
with Wikipedia hyperlinks

Acquiring NLU capability 
for downstream XLU

Figure 1: Pre-training and fine-tuning of mPMR.

pability. For example, cross-lingual supervisions,
such as parallel sentences (Conneau and Lample,
2019) or bilingual dictionaries (Conneau et al.,
2020b) could enhance cross-lingual representations
with better language alignment. XLM-R (Con-
neau et al., 2020a) and mT5 (Xue et al., 2021)
showed that appropriately incorporating more lan-
guages during pre-training leads to better cross-
lingual representations. A few works enriched the
cross-lingual representations with factual knowl-
edge through the utilization of multilingual men-
tions of entities (Calixto et al., 2021; Ri et al., 2022)
and relations (Liu et al., 2022; Jiang et al., 2022)
annotated in knowledge graphs. Despite their dif-
ferences, the above methods essentially constructed
more diverse multilingual corpora for pre-training
mPLMs. These mPLMs would presumably meet
their saturation points and are known to suffer from
curse of multilinguality (Conneau et al., 2020a;
Pfeiffer et al., 2022; Berend, 2022). Under this sit-
uation, introducing more training data from either
existing (Pfeiffer et al., 2022) or unseen (Conneau
et al., 2020a) languages for enhancing mPLMs may
not bring further improvement or even be detrimen-
tal to their cross-lingual representations.
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In the paper, instead of training a new mPLM
with better cross-lingual representations, we pro-
pose multilingual Pre-trained Machine Reader
(mPMR) to directly guide existing mPLMs to per-
form NLU in various languages. As shown in Fig-
ure 1, mPMR resembles PMR (Xu et al., 2022) for
constructing multilingual machine reading compre-
hension (MRC)-style data with Wikipedia hyper-
links. These data are used to retrofit an mPLM
into an mPMR through an MRC-style continual
pre-training. During retrofitting process (i.e., pre-
training), mPMR jointly learns the general se-
quence classification and span extraction capabil-
ity for multiple languages. In XLU fine-tuning,
mPLMs solely rely on cross-lingual representations
to transfer NLU capability from a source language
to target languages. By contrast, mPMR enables
the direct inheritance of multilingual NLU capabil-
ity from the MRC-style pre-training to downstream
tasks in a unified MRC formulation, which alle-
viates the discrepancies between source-language
fine-tuning and target-language inference (Zhou
et al., 2022a,b, 2023). Therefore, mPMR shows
greater potential in XLU than mPLMs.

To improve the scalability of mPMR across mul-
tiple languages, we further propose Unified Q/C
Construction and Stochastic answer position strate-
gies for refining the curation of MRC data. With
these two strategies, mPMR can better generalize to
low-resource languages and becomes more robust
to position bias (Ko et al., 2020).

The experimental results show that mPMR ob-
tains clear improvements over XLM-R (Conneau
et al., 2020a) on span extraction, with an average
improvement of up to 12.6 F1 on TyDiQA, and
8.7 F1 on WikiAnn respectively. The analysis re-
veals that mPMR benefits from more multilingual
MRC data for pre-training. We also found that
mPMR converges faster in downstream tasks and
is capable of using its strong extraction capability
for explaining the sequence classification process.

2 mPMR

We present the MRC model and training data of
mPMR. We closely follow PMR (Xu et al., 2022)
and introduce the modifications for enabling multi-
lingual MRC-style pre-training.

2.1 Model Pre-training

Our mPMR follows the same MRC architecture
of Xu et al. (2022, 2023) with an encoder and an

extractor. The encoder maps input tokens X , the
concatenation of the query Q, the context C, and
special markers (i.e., [CLS] and [SEP]), into hidden
representations H . For any two tokens Xi and Xj

(i < j), the extractor receives their contextualized
representations Hi and Hj and predicts the prob-
ability score Si,j indicating the probability of the
token span Xi:j being the answer to the query Q.

mPMR is guided with the Wiki Anchor Extrac-
tion (WAE) objective to train both the encoder and
the extractor. WAE checks if the answer to the
query exists in the context. If so, WAE would
first regard the query and the context to be relevant
and extracts the [CLS] token as a sequence-level
relevance indicator. WAE would then extract all
corresponding answers from the context.

2.2 Multilingual MRC Data

Training mPMR requires the existence of labeled
(query, context, answer) triplets. To obtain such
data, we collected Wikipedia articles with anchor
annotations for 24 languages, which are the most
widely used and cover a reasonable number of lan-
guages used in XLU tasks (Ri et al., 2022).

As shown in Figure 1, we utilized a Wikipedia
anchor to obtain a pair of correlated articles. One
side of the pair is the article that provides in-depth
descriptions of the anchor entity, which we defined
as the definition article. The other side of the pair is
named as the mention article, which mentions the
specific anchor text2. We composed an answerable
MRC example in which the anchor is the answer,
the surrounding text of the anchor in the mention ar-
ticle is the context, and the definition of the anchor
entity in the definition article is the query. Addi-
tionally, we can generate an unanswerable MRC
example by pairing a query with an irrelevant con-
text without anchor association.

Unified Q/C Construction. PMR constructed
the MRC query and context as valid sentences so
as to keep the text coherent. However, sentence
segmentation tools are usually not available for
low-resource languages. To remedy this, we did
not apply sentence segmentation but only prepro-
cess Wikipedia articles with word tokenization in
mPMR. For each anchor, the MRC query com-
prises the first Q words in the definition article. To
prevent information leakage during pre-training,
similar to PMR, we anonymized the anchor entity

2definition/mention article refers to home/reference article
of Xu et al. (2022).
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Model #Params EQA NER ABSA Sentence Pair Avg.
XQuAD MLQA TyDiQA WikiAnn CoNLL SemEval16 PAWS-X XNLI

Metrics F1 / EM F1 / EM F1 / EM F1 F1 F1 Acc. Acc.

XLM-R 550M 76.6 / 60.8 71.6 / 53.2 65.1 / 45.0 65.4 82.0 66.9‡ 86.4 79.2 74.2
mT5 580M 67.0 / 49.0 64.6 / 45.0 57.2 / 41.2 55.7 71.0‡ 62.5‡ 86.4 75.4 67.5
VECO 550M 77.3 / 61.8 71.7 / 53.2 67.6 / 49.1 65.7 81.3‡ 63.0‡ 88.7 79.9 74.4
mLUKE-W 561M 79.6 / - 72.7 / - 65.2 / 48.5‡ 67.7‡ 83.0 61.2‡ 88.2‡ 79.4‡ 74.6
Wiki-CL 550M 72.1 / 56.9 70.8 / 50.5 73.2 / 57.3 64.7 - - 88.4 79.2 -
KMLM 550M 77.3 / 61.7 72.1 / 53.7 67.9 / 50.4 66.7‡ 83.2 66.1‡ 88.0 79.2 75.1

Our MRC Formulation

XLM-Rbase 270M 70.8 / 56.9 64.4 / 47.9 50.8 / 38.2 57.9 79.2 60.0 85.0 73.3 67.7
mPMRbase 270M 74.0 / 59.5 65.3 / 48.7 63.4 / 49.0 66.6 81.7 62.1 86.1 73.6 71.6
XLM-R 550M 77.1 / 61.3 71.5 / 53.9 67.4 / 51.6 63.6 81.4 66.1 86.9 78.6 74.1
mPMR 550M 79.2 / 64.4 73.1 / 55.4 74.7 / 58.3 70.7 84.1 68.2 88.0 79.3 77.2

Table 1: The results of all XLU tasks. We report the average results of all languages for each dataset. We also
compute the overall average score among all datasets in the Avg. column. We reproduce the missing results with the
‡ label. Some results of Wiki-CL are left blank because they do not release their model checkpoint.

in the query to the [MASK] token. The MRC context
consists of C words surrounding the anchor.

Stochastic Answer Position. As mentioned by
Ko et al. (2020), the model is prone to overfitting
to the position shortcut if the answer in the context
exhibits a fixed position pattern. In our case, sup-
pose that the MRC context consists of C/2 words
on both the left and right sides of the anchor, the
model may learn the shortcut that the middle part
of the context is likely to be the answer. To pre-
vent such position bias, we propose a stochastic
answer position method, which allows the answer
to be presented in any position within the context.
Specifically, given an anchor in a Wikipedia arti-
cle, the context comprises ξ words preceding the
anchor and the C − ξ words following the anchor,
where ξ is a random integer ranging from 0 to C
and varies across different contexts. In accordance
with PMR, we treated all text spans identical to the
anchor in the current context as valid answers.

3 Experimental Setup

Implementation Details. In mPMR, the encoder
is loaded from XLM-R (Conneau et al., 2020a) and
the extractor is randomly initialized. Both com-
ponents are then continually pre-trained using the
multilingual MRC data that we constructed. More
hyper-parameters can be found in Appendix A.1.

Downstream XLU Tasks. We evaluated mPMR
on a series of span extraction tasks, including Ex-
tractive Question Answering (EQA), Named Entity
Recognition (NER), and Aspect-Based Sentiment

Analysis (ABSA). We also evaluated our mPMR on
two sequence classification tasks. We followed Xu
et al. (2022) to convert all tasks into MRC formu-
lation to effectively leverage the knowledge that is
acquired during MRC-style pre-training. For EQA,
we used XQuAD (Artetxe et al., 2020), MLQA
(Lewis et al., 2020), and TyDiQA (Clark et al.,
2020). For NER, we used WikiAnn (Pan et al.,
2017) and CoNLL (Tjong Kim Sang, 2002; Tjong
Kim Sang and De Meulder, 2003). SemEval16
(Pontiki et al., 2016) was used for ABSA task. Re-
garding the sequence classification, we used XNLI
(Conneau et al., 2018) and PAWS-X (Yang et al.,
2019). Additional dataset information and concrete
examples are provided in Appendix A.2

Baselines. We compared mPMR with recent
methods on improving cross-lingual representa-
tions, including 1) models pre-trained on a large
number of languages: XLM-R (Conneau et al.,
2020a), mT5 (Xue et al., 2021), and VECO (Luo
et al., 2021); 2) models that exploited multilingual
entity information: Wiki-CL (Calixto et al., 2021),
and mLUKE-W (Ri et al., 2022); and 3) Model that
utilized multilingual relation information: KMLM
(Liu et al., 2022). For a fair comparison, all models
have approximately the same parameter size.

4 Results and Analyses

XLU Performance. Table 1 shows the results
on a variety of XLU tasks. mPMR outperforms
all previous methods with an absolute improve-
ment of 2.1 F1 over the best baseline (i.e. KMLM).
mPMR shows greater improvements over previ-
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Index Model #Lang PAWS-X XQuAD WikiAnn Avg.

#1 XLM-Rbase 0 85.0 70.8 57.9 71.2
#2 #1 + MRC data in English 1 85.2 (0.2↑) 71.0 (0.2↑) 59.5 (1.6↑) 71.9 (0.7↑)
#3 #2 + Stochastic Answer Position 1 85.5 (0.3↑) 73.0 (2.0↑) 60.0 (0.5↑) 72.8 (0.9↑)
#4 #3 + MRC data in more languages 10 85.9 (0.4↑) 73.5 (0.5↑) 64.7 (4.7↑) 74.7 (1.9↑)
#5 #4 + MRC data in even more languages (mPMRbase) 24 86.1 (0.2↑) 74.0 (0.5↑) 66.6 (1.9↑) 75.6 (0.9↑)

Table 2: The process of retrofitting XLM-R into mPMR using multilingual MRC data (English→10 languages→24
languages) and our Stochastic Answer Position method. Each row accumulates modifications from all rows above.

Label Sentence 1 Sentence 2
Entailment Rami Nieminen ( born February 25 , 1966 )

is a Finnish footballer.
Rami Nieminen ( born 25 February 1966 ) is a
Finnish former footballer.

Contradiction In 1938 he became the Government Anthropologist of
the Egyptian-Anglo Sudan and conducted fieldwork
with the Nuba.

In 1938 he became the government anthropologist of
the anglo-Egyptian Sudan and led fieldwork with the
Nuba .

Entailment Stipsits出生于科尔新堡，并在维也纳施塔莫斯多
夫度过了他的童年。

什蒂普西奇出生于德国科恩堡，在维也纳斯塔莫
斯多夫度过了他的童年。

Contradiction 纳舒厄白银骑士团队加入了夏季大学联盟，是本
市的现役球队。

Nashua Silver Knights 队是当前夏季联赛的一部
分，也是该市的大学体育队。

Entailment これらの見方は、福音主義的、清教徒的、プロ
テスタント的な動きが出現するとともに、しば
しば表明されてきました。

これらの見解は多くの場合、新教徒、清教徒、
福音主義者が出現するなかで示されてきた。

Contradiction 1954 年にスリナムに戻った後、弁護士としてパ
ラマリボに定住した。

1954 年、パラマリボに戻ると、彼はスリナムで
弁護士として定住しました。

Table 3: Case study on PAWS-X. mPMR can extract rationales to explain the sequence-pair classification in multiple
languages.

ous methods on span extraction tasks. In particular,
mPMR achieves up to 7.3 and 7.1 F1 improvements
over XLM-R on TyDiQA and WikiAnn respec-
tively. Such significant improvements probably
come from the following two facts: (1) WikiAnn
comprises a larger number of target languages (i.e.
40). Therefore, existing methods may struggle to
align these low-resource languages with English
due to a lack of language-specific data. (2) TyDiQA
is a more challenging cross-lingual EQA task with
2x less lexical overlap between the query and the
answer than MLQA and XQuAD (Hu et al., 2020).
Our mPMR, which acquires target-language span
extraction capability from both MRC-style pre-
training and English-only QA fine-tuning, achieves
larger performance gains on more challenging task.

mPMR Pre-training. To reflect the impact of
our MRC-style data and Stochastic Answer Po-
sition method on pre-training, we present a step-
by-step analysis of the retrofitting process start-
ing from XLM-R in Table 2. Our findings sug-
gest that the significant improvements observed are
largely due to the inclusion of multilingual MRC
data. Introducing English MRC data (model #2)
gives marginal improvements because model #2

Figure 2: Convergence speed (Test set F1 and the train-
ing loss) of mPMRbase and XLM-Rbase on WikiAnn.

can only rely on cross-lingual representations to
transfer the knowledge acquired during MRC-style
pre-training. When using MRC data on more lan-
guages (model #4 and #5), we can observe signif-
icant improvements on XLU tasks. This can be
attributed to the NLU capability directly inherited
from MRC-style pre-training in target languages.
Additionally, with our Stochastic Answer Position
method (model #3), mPMR becomes more robust
to position bias and thus improves XLU tasks.

Explainable Sentence-pair Classification. In-
spired by PMR (Xu et al., 2022), we investigated
if the extraction capability of mPMR can be lever-
aged to explain sentence-pair classification. Note
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Figure 3: Convergence speed (Test set F1 and the train-
ing loss) of mPMRbase and XLM-Rbase on XQuAD.

that sentence-pair classification focuses on the in-
ference between the two sentences. If we construct
the query with only the task label as PMR does,
such query does not solely correspond to any mean-
ingful span in the context, and thus is hard to guide
the span extraction. Therefore, we leveraged an-
other template “[CLS] label Sen-1 [SEP] Sen-2
[SEP]”, where the two sentences are represented
separately in the query and the context. In this tem-
plate, we can extract the exact span from Sen-2 that
leads to a contraction or entailment relation (i.e.,
the task label) with Sen-1. Specifically, we passed
the sentence pair to the model twice, with each
sentence of the pair being designated as the Sen-2
respectively, and extract the context span with the
highest probability score from both sentences.

As shown in Table 3, the extracted spans are
indeed important rationales that determine the re-
lationship between two sentences. Such a find-
ing confirms that the extraction capability of
mPMR can be appropriately used for explaining
the sentence-pair classification process. While the
extraction capability may affect the learning of se-
quence classification during fine-tuning, resulting
in a 0.4 Acc. decrease on XNLI.

mPMR Fine-tuning. We investigated the effects
of mPMR on XLU fine-tuning. Figure 2 shows that
mPMR converges faster than XLM-R on WikiAnn
with an extremely low loss value even fine-tuned
for 500 steps. In terms of test set performance,
mPMR outperforms XLM-R comprehensively and
exhibits greater stability. As a result, mPMR pro-
vides a better starting point for addressing XLU
tasks compared to XLM-R. More examples from
XQuAD and PAWS-X are provided in Figure 3 and
4.

Figure 4: Convergence speed (Test set F1 and the train-
ing loss) of mPMRbase and XLM-Rbase on PAWS-X.

5 Conclusions

This paper presents a novel multilingual MRC-style
pre-training method, namely mPMR. mPMR pro-
vides a unified solver for cross-lingual span ex-
traction and sequence classification and enables
direct transfer of NLU capability from pre-training
to downstream tasks. mPMR clearly improves the
previous baselines and provides a possible solution
to explain the sentence-pair classification process.

Limitations

We identify the following two limitations of our
work:

• Different from raw text, constructing MRC-
style data from Wikipedia requires the exis-
tence of hyperlinks. This idea works well for
resource-rich languages, such as English and
Chinese. While such an idea is less effective
for languages with few hyperlink annotations
in Wikipedia because a small amount of MRC-
style training data is difficult to guide the
learning of NLU capability in those languages.
A possible solution is to explore other data re-
sources to automatically construct large-scale
MRC data for pre-training.

• As observed in Table 1, the improvements of
sequence classification tasks are less signifi-
cant than those of span extraction tasks. We
suggest that the existence of anchors is not a
strong relevance indicator between our con-
structed query and context. Such a finding is
also observed in Chang et al. (2020). There-
fore, constructing more relevant query-context
pairs for sequence classification pre-training
can possibly remedy this issue.
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A Appendix

A.1 More Implementation Details

We collect the 2022-08-01 dump3 of Wikipedia ar-
ticles for the 24 languages in consideration. The
statistics of each language can be found in Table
4. Then for each article, we extract the plain text
with anchors via WikiExtractor (Attardi, 2015).
Word tokenization is performed using spaCy4 if
the language is supported, otherwise, we utilize
PyThaiNLP5 for Thai and Sacremoses6 for remain-
ing languages. For each anchor entity, we construct
10 answerable MRC examples and 10 unanswer-
able MRC examples as described in Sec. 2.2. An-
chor entities with low frequency (below 10 occur-
rences for English entities and 5 occurrences for
entities in other languages) were excluded.

In mPMR, we use Huggingface’s implementa-
tions of XLM-R (Wolf et al., 2020). During the
pre-training stage, the query length Q is set to 50
words, and the context length C is set to 200 words.
Both are computed before the subword segmen-
tation. We follow the default learning rate sched-
ule and dropout settings used in XLM-R. We use
AdamW (Loshchilov and Hutter, 2019) as our opti-
mizer. We train both mPMRbase and mPMR on 4
A100 GPU. The learning rate is set to 1e-5, and the
effective batch size for each step is set to 256 and
80 for mPMRbase and mPMR respectively in order
to maximize the usage of the GPU memory. We use
the average scores of XQuAD, CoNLL, and PAWS-
X to select the best mPMR checkpoint. In fact, we
continually pre-train mPMRbase and mPMR for
250,000 and 100,000 steps. The training speed is
around 6250 steps per hour. The hyper-parameters
of mPMRlarge on downstream XLU tasks can be
found in Table 5.

A.2 Downstream XLU Tasks

We evaluate mPMR on XLU tasks including both
span extraction (EQA, NER, and ABSA) and se-
quence classification (sentence pair classification).
We follow (Xu et al., 2022) to convert all tasks
into MRC formulation and tackle them accordingly.
We show concrete examples for each task in Ta-
ble 6. Specifically, we evaluate the performance
of EQA on three benchmarks: XQuAD (Artetxe
et al., 2020), MLQA (Lewis et al., 2020), and Ty-

3https://dumps.wikimedia.org/enwiki/latest
4https://github.com/explosion/spaCy
5https://github.com/PyThaiNLP/pythainlp
6https://github.com/alvations/sacremoses

DiQA (Clark et al., 2020) covering 11, 7, and 9
languages respectively. For NER evaluation, we
use the WikiAnn dataset (Pan et al., 2017) restricted
to the 40 languages from XTREME (Hu et al.,
2020), as well as the CoNLL dataset with 4 lan-
guages (Tjong Kim Sang, 2002; Tjong Kim Sang
and De Meulder, 2003); We also evaluate the XLU
performance of SemEval16 ABSA on 6 languages
(Pontiki et al., 2016), where we collect the data
from Li et al. (2020b); Zhang et al. (2021). Regard-
ing the sequence classification task, we evaluate
XNLI (Conneau et al., 2018) and PAWS-X (Yang
et al., 2019) with 15 and 7 languages respectively.

A.3 mPMR Performance per Language
We show the detailed results for each language in
each task in Table 7 (XQuAD), Table 8 (MLQA),
Table 9 (TyDiQA), Table 10 (WikiAnn), Table 11
(CoNLL), Table 12 (SemEval16), Table 13 (PAWS-
X), and Table 14 (XNLI).
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Language # Entities # MRC examples Language # Entities # MRC examples

ar 118,292 2,020,502 ko 94,616 1,597,076
bn 25,081 410,634 nl 251,323 4,185,913
de 864,746 14,795,826 pl 283,925 4,765,015
el 56,383 946,114 pt 216,695 3,648,603
en 966,197 19,303,940 ru 432,437 7,342,472
es 412,476 7,044,972 sv 169,030 2,808,214
fi 113,118 1,960,636 sw 4,857 65,724
fr 595,879 10,164,216 te 11,005 170,664
hi 15,350 242,078 th 31,676 522,434
id 70,960 1,164,662 tr 71,294 1,175,276
it 376,417 6,421,850 vi 68,665 1,147,772
ja 423,884 7,338,308 zh 259,785 4,438,004

Total 5,934,091 103,680,905

Table 4: Data statistics of mPMR pre-training data. The statistics is computed after removing the low-frequency
entities. The number of MRC examples includes both answerable and unanswerable examples.

Dataset XQuAD MLQA TyDiQA WikiAnn CoNLL SemEval16 PAWS-X XNLI

Query Length 64 64 64 32 32 32 64 64
Input Length 384 384 384 192 192 192 192 192
Batch Size 8 8 8 16 16 32 16 32
Learning Rate 3e-5 3e-5 2e-5 1e-5 1e-5 2e-5 5e-5 3e-5
Epoch 3 3 10 10 10 20 10 3

Table 5: Hyper-parameters settings in fine-tuning XLU tasks.
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Task Example Input Example Output

EQA
(XSQuAD)

O
ri

.

Question: Who lost to the Broncos in the divisional round?
Context: The Broncos defeated the Pittsburgh Steelers in the divi-
sional round, 23–16, by scoring 11 points in the final three minutes
of the game.

Answer: "Pittsburgh Steelers"

PM
R

[CLS] Who lost to the Broncos in the divisional round ? [SEP] [SEP]
The Broncos defeated the Pittsburgh Steelers in the divisional round,
23–16 , by scoring 11 points in the final three minutes of the game .
[SEP]

(17,18) - "Pittsburgh Steelers"

NER
(CoNLL)

O
ri

. Two goals in the last six minutes gave holders Japan an uninspiring
2-1 Asian Cup victory over Syria on Friday.

("Japan", LOC);
("Syria", LOC);
("Asian Cup", MISC)

PM
R

[CLS] "ORG" . Organization entities are limited to named corporate,
governmental, or other organizational entities. [SEP] [SEP] Two
goals in the last six minutes gave holders Japan an uninspiring 2-1
Asian Cup victory over Syria on Friday . [SEP]

∅

[CLS] "PER" . Person entities are named persons or family . [SEP]
[SEP] Two goals in the last six minutes gave holders Japan an unin-
spiring 2-1 Asian Cup victory over Syria on Friday . [SEP]

∅

[CLS] "LOC" . Location entities are the name of politically or geo-
graphically defined locations such as cities , countries . [SEP] [SEP]
Two goals in the last six minutes gave holders Japan an uninspiring
2-1 Asian Cup victory over Syria on Friday . [SEP]

(32,32) - "Japan";
(40,40) - "Syria"

[CLS] "MISC" . Examples of miscellaneous entities include events ,
nationalities , products and works of art . [SEP] [SEP] Two goals in
the last six minutes gave holders Japan an uninspiring 2-1 Asian Cup
victory over Syria on Friday . [SEP]

(34,35) - "Asian Cup"

ABSA
(SemEval16)

O
ri

.

Nice ambience, but highly overrated place. ("ambience", POS);
("place", NEG)

PM
R

[CLS] "POS" . For aspect terms of positive sentiment . [SEP] [SEP]
Nice ambience , but highly overrated place . [SEP] (13,13) - "ambience"

[CLS] "NEG" . For aspect terms of negative sentiment . [SEP] [SEP]
Nice ambience , but highly overrated place . [SEP] (18,18) - "place"

[CLS] "NEU" . For aspect terms of neutral sentiment . [SEP] [SEP]
Nice ambience , but highly overrated place . [SEP] ∅

Sen. Pair
Classification

(PAWS-X)

O
ri

. Hypothesis: The Tabaci River is a tributary of the River Leurda in
Romania.
Premise: The Leurda River is a tributary of the River Tabaci in
Romania.

Contradiction

PM
R

[CLS] Contradiction . The hypothesis is a sentence with a contradic-
tory meaning to the premise . [SEP] [SEP] Hypothesis : The Tabaci
River is a tributary of the River Leurda in Romania . Premise : The
Leurda River is a tributary of the River Tabaci in Romania . [SEP]

(0,0) - "[CLS]"

[CLS] Entailment . The hypothesis is a sentence with a similar
meaning as the premise . [SEP] [SEP] Hypothesis : The Tabaci
River is a tributary of the River Leurda in Romania . Premise : The
Leurda River is a tributary of the River Tabaci in Romania . [SEP]

∅

Table 6: MRC examples of XLU tasks. We use English examples here for demonstration purposes. Ori. indicates
the original data format of these tasks.

Model en ar de el es hi ru th tr vi zh Avg.

XLM-Rbase 82.2 / 72.0 65.5 / 49.9 73.9 / 59.7 71.2 / 56.3 76.3 / 59.4 66.4 / 52.0 73.7 / 58.9 64.7 / 54.6 67.0 / 52.8 73.3 / 54.7 65.0 / 55.9 70.8 / 56.9
mPMRbase 84.4 / 73.4 69.6 / 53.2 76.4 / 61.5 74.9 / 58.4 77.4 / 60.2 69.2 / 54.5 75.2 / 58.8 69.2 / 57.6 70.4 / 55.8 74.8 / 55.8 71.8 / 65.5 74.0 / 59.5
XLM-R 86.5 / 75.6 72.4 / 54.8 79.3 / 63.0 79.2 / 61.6 82.0 / 62.9 76.1 / 59.1 79.0 / 62.9 72.2 / 59.8 75.4 / 60.8 79.7 / 60.8 68.2 / 58.2 77.3 / 61.7
mPMR 87.6 / 76.5 75.9 / 60.0 81.5 / 65.0 80.8 / 63.9 82.8 / 65.1 76.5 / 60.3 80.9 / 65.3 75.5 / 65.5 76.7 / 61.3 81.5 / 62.2 71.5 / 63.4 79.2 / 64.4

Table 7: XQuAD results (F1 / EM) for each language.
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Model en ar de es hi vi zh Avg.

XLM-Rbase 79.3 / 67.2 55.4 / 38.1 62.0 / 49.1 66.8 / 50.2 59.4 / 44.8 66.1 / 46.7 61.8 / 39.5 64.4 / 47.9
mPMRbase 81.1 / 68.9 58.5 / 41.0 63.6 / 50.5 68.5 / 52.1 60.3 / 46.4 68.3 / 49.2 56.6 / 32.9 65.3 / 48.7
XLM-R 83.4 / 71.0 64.9 / 45.8 69.6 / 54.8 74.1 / 56.8 70.7 / 53.4 73.3 / 53.0 64.4 / 42.4 71.5 / 53.9
mPMR 84.0 / 71.4 66.4 / 47.0 70.3 / 56.2 74.5 / 57.1 71.4 / 54.1 74.7 / 54.4 70.5 / 47.3 73.1 / 55.4

Table 8: MLQA results (F1 / EM) for each language.

Model en ar bn fi id ko ru sw te Avg.

XLM-Rbase 66.8 / 57.3 55.7 / 42.0 31.5 / 20.4 52.6 / 40.3 69.1 / 55.6 36.3 / 27.9 54.8 / 36.5 53.0 / 34.7 37.4 / 28.8 50.8 / 38.2
mPMRbase 71.1 / 61.6 66.3 / 52.6 56.5 / 41.6 65.5 / 53.1 73.9 / 63.7 50.4 / 38.8 64.4 / 37.9 57.4 / 41.1 65.3 / 50.4 63.4 / 49.0
XLM-R 71.3 / 60.7 69.3 / 52.3 66.2 / 53.1 64.3 / 51.3 76.5 / 62.5 58.3 / 46.7 64.7 / 43.4 68.6 / 53.1 67.3 / 41.1 67.4 / 51.6
mPMR 76.4 / 65.2 76.0 / 58.0 72.3 / 55.8 74.4 / 56.5 84.1 / 71.3 62.2 / 50.7 72.5 / 43.2 76.5 / 63.1 77.7 / 60.8 74.7 / 58.3

Table 9: TyDiQA-GoldP results (F1 / EM) for each language.

Model en af ar bg bn de el es et eu fa fi fr he hi hu id it ja jv

XLM-Rbase 84.2 75.3 47.3 79.0 66.3 77.5 75.3 78.0 69.6 56.0 38.1 70.4 81.4 50.8 67.9 72.4 51.0 79.6 19.6 63.9
mPMRbase 85.1 80.7 57.6 80.2 71.9 81.2 77.6 79.5 79.1 71.3 49.6 80.4 82.4 65.2 71.7 82.2 58.6 83.5 43.2 72.0
XLM-R 85.4 81.1 53.9 84.0 73.8 82.3 82.8 80.4 68.8 54.8 64.2 75.9 81.4 59.3 72.9 76.4 59.3 84.6 13.2 71.2
mPMR 86.0 81.7 56.1 85.9 79.6 82.3 82.3 75.5 82.7 69.6 75.2 84.1 82.0 66.5 75.9 84.0 59.9 86.1 49.1 72.4

ka kk ko ml mr ms my nl pt ru sw ta te th tl tr ur vi yo zh

XLM-Rbase 58.7 40.6 34.3 50.8 46.0 63.8 40.6 81.5 80.0 65.4 76.1 43.0 46.4 4.2 71.9 68.7 45.7 70.9 1.5 23.0
mPMRbase 72.2 45.1 52.9 62.4 59.4 68.1 57.4 83.7 81.5 71.8 77.3 50.5 57.4 3.0 74.2 80.3 55.7 75.2 31.6 49.9
XLM-R 59.9 41.7 41.3 56.8 58.2 76.7 29.6 86.1 85.2 72.2 77.6 52.3 51.6 7.1 78.8 70.9 64.0 80.0 27.2 22.4
mPMR 77.3 46.8 57.9 70.6 68.1 73.8 57.8 86.0 83.6 72.8 79.8 62.6 58.1 3.8 83.0 80.3 76.2 83.6 36.1 54.4

Table 10: WikiAnn results (F1 Score) for each language.

Model en de es nl Avg.

XLM-Rbase 91.3 71.0 78.7 75.7 79.2
mPMRbase 91.9 74.3 80.8 79.7 81.7
XLM-R 92.8 73.7 81.6 77.7 81.4
mPMR 93.5 75.0 85.0 83.1 84.1

Table 11: CoNLL results (F1 Score) for each language.

Model en es fr nl ru tr Avg.

XLM-Rbase 76.5 65.4 55.6 61.2 56.1 45.4 60.0
mPMRbase 77.6 68.6 56.4 62.2 59.5 48.4 62.1
XLM-R 82.4 71.3 60.3 67.4 61.2 49.1 66.1
mPMR 82.8 71.9 64.7 67.4 66.9 55.7 68.2

Table 12: SemEval16 results (F1 Score) for each language.

Model en de es fr ja ko zh Avg.

XLM-Rbase 94.3 87.7 89.1 88.7 77.0 76.6 81.3 85.0
mPMRbase 94.3 88.4 90.1 88.9 79.0 79.4 82.4 86.1
XLM-R 95.2 89.3 91.0 90.9 79.6 79.9 82.5 86.9
mPMR 95.2 90.6 90.3 91.3 81.2 82.9 84.6 88.0

Table 13: PAWS-X accuracy scores (Acc.) for each language.
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Model en ar bg de el es fr hi ru sw th tr ur vi zh Avg.

XLM-Rbase 84.6 71.0 76.8 75.6 74.9 77.9 76.9 68.9 74.1 64.4 71.1 72.4 65.2 73.2 73.0 73.3
mPMRbase 84.2 71.5 77.2 75.5 75.5 78.6 76.9 69.5 74.7 62.5 71.4 71.6 65.5 74.3 74.0 73.6
XLM-R 88.2 77.0 81.7 81.2 81.2 84.2 81.7 74.9 78.9 70.8 75.7 77.4 70.6 78.0 77.7 78.6
mPMR 88.3 77.9 82.9 82.2 81.0 83.5 82.2 75.2 79.8 71.2 76.1 78.9 71.6 78.9 79.0 79.3

Table 14: XNLI accuracy scores (Acc.) for each language.
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