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Abstract

Pre-training and fine-tuning is a paradigm for
alleviating the data scarcity problem in end-
to-end speech translation (E2E ST). The com-
monplace “modality gap” between speech and
text data often leads to inconsistent inputs be-
tween pre-training and fine-tuning. However,
we observe that this gap occurs in the early
stages of fine-tuning, but does not have a ma-
jor impact on the final performance. On the
other hand, we find that there has another gap,
which we call the “capacity gap”: high resource
tasks (such as ASR and MT) always require a
large model to fit, when the model is reused
for a low resource task (E2E ST), it will get
a sub-optimal performance due to the over-
fitting. In a case study, we find that the reg-
ularization plays a more important role than
the well-designed modality adaption method,
which achieves 29.0 for en-de and 40.3 for en-
fr on the MuST-C dataset. Code and models
are available at https://github.com/hannlp/TAB.

1 Introduction

End-to-end speech translation (E2E ST) employs
a direct model to translate source language speech
into target language text, which has low latency
and can avoid the “error propagation” problem in
traditional cascade methods (Weiss et al., 2017).
However, compared to automatic speech recogni-
tion (ASR) and machine translation (MT) models
used in cascade methods, E2E ST models typically
have limited training data (Cattoni et al., 2021),
which can result in sub-optimal performance.
Transferring the knowledge from the related
tasks (e.g. ASR and MT) is a widely-used approach
for E2E ST to achieve optimal performance (Tang
et al., 2021; Zhang et al., 2022a). However, the
difference between tasks and data makes the trans-
fer process more challenging (Wang et al., 2020).
The inconsistency of length and representation be-
tween speech and text leads to the “modality gap”
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Figure 1: The modality gap in the PT-FT paradigm. We
decoupled the encoder to speech encoder and text en-
coder (Wang et al., 2020; Xu et al., 2021), and compared
the accuracy curve of fine-tuning for different inputs of
the text encoder. We find that the modality gap only
exists at the initial stage of the fine-tuning.

(Liu et al., 2020), which exists in scenarios where
the inputs of the model change, such as in the
pre-training and fine-tuning (PT-FT) paradigm (Xu
et al., 2021) or in the multi-task learning (MTL)
methods (Ye et al., 2021). Thus, the connection-
ist temporal classification (CTC) (Graves et al.,
2006) based adapters (Liu et al., 2020; Xu et al.,
2021) have been proposed to transform the orig-
inal speech output into a text-like sequence. Re-
cently, consistency training methods have achieved
promising results by using a better branch, such
as the mix-up branch (Fang et al., 2022) or the
text branch (Cheng et al., 2022), to promote cross-
modal learning and support the original speech out-
put. However, we find that the “modality gap” does
not exist throughout the training process in Figure 1.
While consistency training methods have some reg-
ularization function (Liang et al., 2021; Guo et al.,
2022) to help the model overcome over-fitting and
be fully trained. A natural question arises: Are
modality adaption methods always effective when
an E2E ST model is fully trained?
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In this work, we aim to investigate how much of
the improvement is due to the modality adaption or
regularization methods. To achieve this, we adopt
the PT-FT and encoder decouple paradigm and es-
tablish a framework that incorporates adjustable
modality adaption and consistency training meth-
ods. Through extensive experiments on the MuST-
C en-de and en-fr benchmarks, we observe that:

* The modality adaption method in PT-FT only
accelerates the early phase of fine-tuning, but
does not provide a significant improvement
for a fully trained model.

* We obtained 29.0 and 40.3 on the MuST-C
en-de and en-fr datasets, but regularization
played a major role, which confirming that
the “capacity gap” is more severe than the
“modality-gap” in E2E ST.

2  Our Case Study: TAB

2.1 Architecture

The E2E ST corpus Ds7 usually consists of three
parts: the source language speech s, the corre-
sponding transcripts &, and the target translation y.
The overall framework, as shown in Figure 2, con-
sists of a speech encoder and a shared transformer.
Speech Encoder. The speech encoder encodes the
source language speech s into speech output h:

h = ENCspeech(SQQS) (D

We employ the CTC loss at the top of the speech
encoder (Wang et al., 2020; Liu et al., 2020; Xu
et al., 2021) to predict an alignment path 7 by
speech output h based on a conditionally indepen-

dent assumption p(7|h) = thp(wt|ht):

p(me|he) = Softmax(Linear(hy; 6cc)) (2)

where m; € VT, which is an extended source lan-
guage vocabulary by introducing a “blank” token.
The path 7t can be mapped to the transcript by
removing all repeated labels and blanks, such an op-
eration is called 5. The CTC loss is defined as the
negative log probability of all possible alignment
paths 3~ !(x) between h and x:

Lore = —Zﬂeﬁ_l(w)logp(ﬂh) 3)

Shared Transformer. The shared transformer ac-
cepts two inputs: the original branch o and the aux-
iliary branch a, both of equal length. We leave the

details of these to the Section 2.2. The encoder and
decoder of the shared transformer are utilized to
obtain the final predictions P; = p(y;|y<;, 0;6;)
and Q; = p(yjly<j,a;b;), respectively. The
cross-entropy losses are then calculated as follows:

1y

_ ij:l logP; (4)
¥

- logQ; 5)

2.2 Tuning with Auxiliary Branch (TAB)

The speech encoder and shared transformer are
initialized with pre-trained ASR and MT models.
During fine-tuning, we aim to build a text-like aux-
iliary branch which includes some textual represen-
tations like Fang et al. (2022); Zhang et al. (2022b)
for modality adaption, and provide an adjustable
probability to control the degree of it. To obtain
the textual embedding, we utilize the ability of the
CTC alignment, where 7, = argmax(p(m¢|h¢)) is
an id of V7 that denotes the corresponding CTC-
predicted token of the speech feature hy.

Shrink. To eliminate the effect of too many “blank”
positions in the sequence, we first average the con-
secutively repeated features (e.g. m; = ... = m; =
¢i—;) in the speech output h to obtain the original
branch o, where o, = (h; + ... + hj) - ]%Z
Copy & Replace. We copy o to a new sequence
a to ensure that the auxiliary branch has the same
length as the original branch. Each position ag in
the new sequence is then replaced with its CTC
predicted embedding Embedding(c;—,;) with a
probability p* if ¢;—,; is not a “blank”. Here,
Embedding is an embedding matrix initialized by
the pre-trained MT model. The replacement prob-
ability p* can be adjusted to control the degree
of modality adaption, which can be a fixed or a
dynamic value, as discussed in Section 4.3. It is
important to note that the auxiliary branch provides
a regularization function due to the replacement op-
eration or dropout (Liang et al., 2021). This effect
will be further discussed in Section 4.4.
Fine-tuning strategy. To utilize the auxiliary
branch, a consistency loss is introduced to enforce
consistency between two output distributions:

Lce, =

Lce, =

|yl

ﬁCons = .
J=1

D(Pj, Q5) (6)

where D denotes the loss term. The final loss used
in TAB is formulated as follows:

L = Lcg,+LcE, + \Mlcre + aloons  (7)
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Figure 2: An illustration of TAB. The speech output is first shrunk based on the CTC predicted path, then copied
and replaced by text embedding with a probability p* to obtain the auxiliary branch. Two branches are fed into a
shared transformer, and the final predictions are kept consistent by consistency loss.

3 Experimental Setup

Datasets and Pre-processing. We conducted our
experiments on the MuST-C (Gulati et al., 2020)
dataset for two language directions: En-De and En-
Fr. The dev set was used for validation, and the tst-
COMMON set was used for reporting our results.
For training the English ASR model, we used the
LibriSpeech (Panayotov et al., 2015) dataset. The
WMT16 En-De and WMT14 En-Fr datasets were
used to train the MT models. Table 1 presents the
statistics of all the datasets used in our pre-training
and fine-tuning processes.

Dataset | ASR(H) MT(S) ST(H/S)
En-De 960  45M  408/234K
En-Fr 960 36M  492/280K

Table 1: Statistics of ASR, MT and ST data for two
language pairs, where H denotes hours and S denotes
sentences.

We preprocessed the speech input by extract-
ing 80-dimensional log-mel filterbank features
and removing utterances with more than 3,000
frames. The vocabulary, which has a size of 10k,
is shared between the source and target languages
and was trained using the SentencePiece (Kudo
and Richardson, 2018) model from the MuST-C
dataset.

Model Configuration. All experiments were im-
plemented using the fairseq toolkit (Ott et al., 2019).
Two convolutional layers with a stride of 2 were in-
troduced to downsample the input speech features.
We used the Conformer (Gulati et al., 2020) as our
speech encoder, which consists of 12 layers. Both
the text encoder and decoder in the shared trans-

former have 6 layers. Each layer in our model has
512 hidden units, 2048 feed-forward size, and 8
attention heads. The ASR and MT models were
pre-trained with external data and fine-tuned with
the MuST-C dataset.

Training and Inference. We used the Adam op-
timizer with 87 = 0.9 and By = 0.997 in MT,
while S = 0.98 in ASR and ST, respectively.
During ASR pre-training, each batch has up to
800k frames, and the learning rate and warmup
were 1.4e-3 and 10000. During MT pre-training,
each batch has up to 33k tokens, and the learning
rate and warmup were 1e-3 and 8000. During ST
fine-tuning, each batch has up to 320k frames, and
the learning rate and warmup were 7e-4 and 4000.
The hyper-parameter A was set to 0.3 for both pre-
training and fine-tuning. We used dropout with
a ratio of 0.1 during pre-training and 0.15 during
fine-tuning, and label smoothing with a value of
0.1. All training was stopped early if the loss (ASR
and MT) or BLEU (E2E ST) on the dev set did
not improve for twenty epochs. During inference,
we averaged the model parameters of the best 10
checkpoints for evaluation. We used a beam search
with a beam size of 5 for all models. We reported
the case-sensitive SacreBLEU (Post, 2018). All
models were trained on 4 Titan RTX GPUs.

4 Results and Discussion

4.1 Which type of consistency loss is best?

The choice of an appropriate consistency loss is
crucial in leveraging the knowledge from the auxil-
iary branch, whether it is due to modality adaption
or regularization. We conducted experiments with
different loss terms with & = 1 and p* = 0.2.
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BLEU

Loss term dev  tst:COMMON avg.
None (o« =0) 27.69 27.99 27.84
JsSb 2776 2849 2813
KLorig—auz 28.47 28.49 28.48
KLguz—orig 28.26 28.78 28.52
bi-KL 28.43 28.78 28.61

Table 2: BLEU scores on MuST-C en-de dev and tst-
COMMON sets with different consistency loss terms.
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Figure 3: The ratios of the auxiliary branch loss to the
original branch loss €, /£orig at each training step un-
der different fixed values of p*. Additionally, we show
the uncertainty of the original branch v,,;4 (represented
by the blue line) at the same time.

As shown in Table 2, the results indicate that a
consistency loss is necessary to improve perfor-
mance. The Jensen-Shannon Divergence (JSD)
loss and the unidirectional-KL loss were found to
be slightly worse than the bidirectional-KL (bi-KL)
loss. Therefore, we selected the bi-KL loss for the
subsequent experiments.

4.2 Whether & when the modality gap exist?

In Figure 3, we present the £y, /£orig curve of fine-
tuning, which represents the ratio of the auxiliary
branch loss /4, to the original branch loss £,;g.
The only difference between the two branches is the
replaced textual embeddings for modality adaption
in the auxiliary branch. We investigate the effect
of this operation during fine-tuning under different
replacement probabilities.

Our results show that, in the early fine-tuning
phase, the {,, always lower than ¢,.,;, when
p* > 0, indicating that the model expects some
textual representations like the input in pre-training.
However, in the later fine-tuning process, the £,
is slightly higher than the £,,;4, suggesting that the

model starts to get confused about replacement op-
erations due to the introduction of some kind of
noise by the destruction of the original sequence.
Moreover, we find that the maximum p* = 1.0
always has the lowest ratio at the beginning and the
highest ratio at other times. This confirms that the
modality gap exists but not throughout the entire
fine-tuning process.

4.3 Does the modality adaption help?

We experimented with different fixed replacement
ratios p* over the range [0.0,0.2,0.6, 1.0] under
o = 1.0 in Figure 3. Our results showed that the
method with modality adaption p* > 0 consistently
outperformed p* = 0. Furthermore, as observed in
Section 4.2, there exists a “tipping point” in the fine-
tuning process where the modality gap disappears.
Before this point, we should use a higher p*, while
a lower p* should be more effective after this point,
rather than using a fixed value. We discovered that
the uncertainty of the original branch v,,;4, which
is defined by the normalized entropy of P; I is
strongly related to this point, as shown in Figure 3:

L1
logV |yl

Vorig Z‘il PjlogP; (8)
where V is the vocabulary size. We then proposed
a dynamic replacement probability derived from
Uorig at each step: p* = 7-Uyri4, Wwhere v is a hyper-
parameter set to 0.5 in all experiments. When we
use a dynamic replacement ratio of p* = 0.5 Uorig,
we denote it as p* = v. By adopting this dynamic
replacement ratio, we achieved a BLEU score of
28.87 on the MuST-C en-de dataset.

4.4 Is modality adaption always effective?

The consistency loss has been demonstrated to
have a regularization effect on two branches with
different outputs (Liang et al., 2021; Guo et al.,
2022). When p* = 0, there is no modality adap-
tion through the replacement operation, but the
dropout still causes different outputs for the two
branches, the TAB degenerates into a pure regu-
larization method. The hyper-parameter v can be
used to control the degree of regularization, where
a higher « indicates stronger regularization. By
increasing « to 5, it is observed that the gap be-
tween the modality adaption method (p* = 0.2
or p* = wv) and the pure regularization method

"More precise definitions are P;(t) and vorig(t), with the
symbol of the training step “t” omitted for brevity.
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Figure 4: BLEU scores and the epochs required for
convergence with different values of o and p* on the
MuST-C en-de dataset. The v denotes the use of an
uncertainty-based (7 = 0.5) dynamic value for p*.

(p* = 0) decreases (29.05 vs 29.01) in Figure 4,
although the pure regularization method always
required more epochs to converge, which can be
attributed to more complete training. These find-
ings confirm that the modality adaption method on
PT-FT can accelerate the early phase of fine-tuning,
but does not significantly enhance the final perfor-
mance when a sufficient level of regularization has
been applied to the model. This also highlights the
issue of over-fitting being a more serious problem
in E2E ST than the “modality gap”, and that better
regularization and a longer time for fine-tuning can
help to eliminate the “modality gap” problem in
the PT-FT paradigm.

4.5 Final results and comparison of methods

The results for the MuST-C dataset are shown in
Table 3. The modality adaption method shows
an improvement of 1.0 and 0.7 BLEU points over
our CTC baseline at a lower consistency level
(o = 1). However, the pure regularization method
with a = 5 slightly outperforms it (+-0.1 BLEU),
and outperforms all other methods designed for
modality adaption (0.1 ~ 1.2 BLEU), except
those using HuBERT as the feature extractor. When
we combined our modality adaption method with
a higher level of consistency (o = 5), further im-
provement can still be achieved, but not consis-
tently in all languages. Our hypothesis is that the
replacement operation in TAB not only releases
the modality gap in the early fine-tuning phase but
also introduces noise in the later stages. This noise
can bring better regularization performance (Guo
et al., 2022; Gao et al., 2022) when a higher con-

BLEU

Methods En-De En-Fr
SATE (Xu et al., 2021) 28.1 -

STEMM (Fang et al., 2022) 287 374
ConST' (Ye et al., 2022) 283 383
M3ST!T (Cheng et al., 2022) 293 385
WACO' (Ouyang et al., 2022) 28.1  38.1
AdaTrans (Zeng et al., 2022) 28.7 38.7
CRESS' (Fang and Feng, 2023) 28.9 -

CRESS'T (Fang and Feng, 2023) 29.4  40.1
baseline (CTC) 279  39.1
TAB (p* = v,a = 1) 289 398
TAB (p* = 0,a = 5) 29.0 399

"TAB (p* =v,a=5) 290 403

Table 3: BLEU scores on the MuST-C tst-COMMON
set. Methods marked with § employ self-supervised
pre-training models that were trained on unsupervised
speech data instead of ASR data. t refers to Wav2Vec2.0
and Tt refers to HuBERT.

sistency level is given. In general, regularization
brings more improvement in TAB than modality
adaption, and a better regularization is helpful for
E2E ST models to be fully trained.

5 Conclusion

Through a case study, we have demonstrated that
the “modality gap” in the PT-FT paradigm for E2E
ST is only present in the early stages of fine-tuning.
Although a modality adaption method can acceler-
ate the convergence speed, it does not significantly
improve the final performance of a fully trained
model. However, the over-fitting and “capacity
gap” are more critical issues in E2E ST, and a good
regularization technique can help in fully training
the model.
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Limitations

Although our work has achieved high performance,
there are still some limitations that need to be ad-
dressed in future work:

* Our work was only carried out under the as-
sumption that there is sufficient ASR and MT
data, and relied on transcriptions for CTC
loss to perform alignment and predict. This
assumption may not hold in real-world sce-
narios, and we plan to investigate the perfor-
mance of our approach under more diverse
data conditions in the future.

* We only attempted to feed two branches into
the shared transformer in order to ensure a fair
comparison between the pure regularization
method and the modality adaption method.
However, this approach may have resulted in
sub-optimal regularization performance com-
pared to methods that feed all branches into
the whole model, as demonstrated by Liang
et al. (2021); Guo et al. (2022); Gao et al.
(2022).
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