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Abstract

Multilingual machine translation models can
benefit from synergy between different lan-
guage pairs, but also suffer from interference.
While there is a growing number of sophisti-
cated methods that aim to eliminate interfer-
ence, our understanding of interference as a
phenomenon is still limited. This work iden-
tifies the main factors that contribute to in-
terference in multilingual machine translation.
Through systematic experimentation, we find
that interference (or synergy) are primarily de-
termined by model size, data size, and the pro-
portion of each language pair within the total
dataset. We observe that substantial interfer-
ence occurs mainly when the model is very
small with respect to the available training data,
and that using standard transformer configu-
rations with less than one billion parameters
largely alleviates interference and promotes
synergy. Moreover, we show that tuning the
sampling temperature to control the proportion
of each language pair in the data is key to bal-
ancing the amount of interference between low
and high resource language pairs effectively,
and can lead to superior performance overall.

1 Introduction

Multilingual machine translation models can bene-
fit from transfer between different language pairs
(synergy), but may also suffer from interference
(Ha et al., 2016; Firat et al., 2016; Aharoni et al.,
2019; Arivazhagan et al., 2019). While there are
methods to reduce interference and achieve better
performance (Wang et al., 2020a; Kreutzer et al.,
2021; Wang et al., 2021), such approaches are often
compute intensive, and do not always work (Xin
et al., 2022). In this work, we demonstrate that
interference in multilingual translation largely oc-
curs when the model is very small compared to
the abundance of training data, and that the simple
principled approach of enlarging the model and
tuning the data sampling temperature provides a

consistent solution to the interference problem that
can even promote synergy.

This work methodically deduces the most sim-
ple ways of reducing interference in multilingual
translation. We begin by inquiring what are the
dominant factors that may interfere with learning to
translate a particular language pair of focus s → t,
in the context of learning a multilingual translation
model with many different language pairs. Con-
trolled experiments show that besides model size
and number of s → t training examples, the main
factor that correlates with the level of interference
is the proportion of focus pair examples (s → t)
observed out of the total number of examples (all
language pairs) seen at each training step on aver-
age. Surprisingly, aspects like language similarity
or number of translation directions have a much
smaller effect.

In model and data scaling experiments, we ob-
serve that interference mainly occurs in extreme
parameter poverty, when the language pair of fo-
cus is data-rich, but has to “share” a crowded pa-
rameter space with large quantities of other data.
Enlarging the model to standard model sizes in ma-
chine translation literature alleviates interference
and even facilitates synergy. For context, given a
language pair of 15M sentence pairs that accounts
for 20% of the total training data (75M), we ob-
serve severe levels of interference with 11M- and
44M-parameter transformers, but no interference
when scaling the model to 176M parameters (the
“big” model of Vaswani et al. (2017)) and signifi-
cant synergy with 705M parameters. Interestingly,
when the model is large enough, we find that in-
creasing the amount of non-focus data to a certain
point can further increase synergy.

Finally, given the evidence that data sizes and
ratios strongly correlate with interference, we ex-
periment with a natural lever that controls the pro-
portion of each dataset in the overall mix in the
simplest way: sampling temperature. Indeed, we
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find that calibrating the distribution of language
pairs via temperature can substantially reduce the
amount of interference in both high- and low-
resource language pairs. Our results demonstrate
the importance of tuning the temperature hyper-
parameter in multitask training, and suggest that
previously reported accounts of severe interference
in multilingual translation models might stem from
suboptimal hyperparameter configurations.

2 Measuring Interference

We assume a common multilingual translation
setup that involves L language pairs s → t, where
the source is always the same language s (English),
and the target language t varies (English-to-many),
or vice versa (many-to-English). The overall train-
ing data is a union of these training subsets, we note
their sizes by Ds→t. Sampling a training example
x follows the distribution:

P (x ∈ s → t) ∝
(

Ds→t∑
s′,t′

Ds′→t′

) 1
T

(1)

Where T is the temperature hyperparameter (De-
vlin et al., 2019; Arivazhagan et al., 2019). T = 1
maintains the original data proportions, 0 < T < 1
starves low resource language pairs, and T > 1
increases their representation in the training distri-
bution. We mostly focus on the English-to-many
setting in which interference is more apparent.1

We define interference as a negative interaction
between different translation directions in a mul-
tilingual translation model. It is measured for a
specific translation direction s → t by the relative
difference in performance (test-set cross-entropy
loss) between a bilingual model trained to translate
only from s to t (Lbi

s→t) and a multilingual coun-
terpart that is trained to translate other additional
directions (Lmulti

s→t ):

Is→t =
Lbi
s→t − Lmulti

s→t

Lbi
s→t

(2)

Negative values of Is→t indicate interference,
while positive values indicate synergy.

3 Experimental Setup

Models We train encoder-decoder Transformer
(Vaswani et al., 2017) models of 4 different sizes

1Section 4.3 also includes many-to-English experiments,
where we observe higher levels of synergy.

Size Hidden FFN Attn Heads Params

XS 256 1024 4 11M
S 512 2048 8 44M
M 1024 4096 16 176M
L 2048 8192 32 704M

Table 1: Model sizes used in our experiments. Each
model has 6 encoder and 6 decoder layers. We exclude
the embeddings from the parameters count.

throughout our experiments. We use the original2

transformer-base and transformer-big variants, as
well as a smaller and a larger versions by adjusting
the width of the architecture (Table 1).

Data We use the multilingual benchmark intro-
duced by Siddhant et al. (2020) based on WMT
data. This benchmark includes a diverse set of 15
languages, each paired with English. The num-
ber of training examples is also diverse, ranging
from 155K sentence pairs in Gujarati to 51M exam-
ples in Czech.3 Table 2 provides additional dataset
statistics.

Tokenization We build a shared vocabulary of
64K BPE tokens with sentencepiece (Kudo and
Richardson, 2018) using a sampling temperature
of 5 to increase the lower resource languages’ rep-
resentation. We use this vocabulary for all our
experiments. We also add language ID tokens to
our vocabulary, which are prepended to each source
and target sequence to indicate the target language
(Johnson et al., 2017).

Training We use Fairseq (Ott et al., 2019) to
train transformer models with the Adam optimizer
(Kingma and Ba, 2015) for up to 100K steps, with
a dropout rate of 0.1, inverse square root learn-
ing rate schedule up to a maximum of 0.004, 8K
warmup steps, and a batch size of 256K tokens.
We choose the best checkpoint according to the
average validation loss of all language pairs.

4 What Impacts Interference in
Multilingual Translation?

We consider 5 factors that may potentially impact
the performance of a given language pair s → t in
the multilingual translation setting:

2With pre-layer normalization and a shared embedding
matrix across the encoder input, decoder input, and decoder
output (Press and Wolf, 2017).

3Note that Siddhant et al. (2020) only uses 11K pairs in
Gujarati whereas we use the additional training data recom-
mended by the WMT’19 shared task (https://statmt
.org/wmt19/translation-task.html).
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Language ID #Sentences (M) Test Set

Czech cs 51.769 WMT18
French fr 40.853 WMT14
Russian ru 38.492 WMT19
Chinese zh 25.987 WMT19
Spanish es 15.177 WMT13
Finnish fi 6.587 WMT19
German de 4.509 WMT14
Estonian et 2.176 WMT18
Latvian lv 0.638 WMT17
Lithuanian lt 0.631 WMT19
Romanian ro 0.610 WMT16
Hindi hi 0.306 WMT14
Kazakh kk 0.224 WMT19
Turkish tr 0.207 WMT18
Gujarati gu 0.156 WMT19

Table 2: Languages from the WMT-based benchmark
of Siddhant et al. (2020), along with the number of
sentence pairs in the training set, and the source of the
test set. All languages are paired with English (en).

(1) Model size
(2) Training data size of s → t, Ds→t

(3) Proportion of s → t examples observed dur-
ing training P (x ∈ s → t)

(4) Total number of languages L
(5) Similarity between s → t and other pairs4

In the experiments we describe next, we provide
empirical evidence that indicate the last two factors
do not actually have a significant effect on the level
of interference, and can therefore be pruned away.
Subsequent experiments reveal that interference is
indeed a function of model size, data size, and data
proportion. Most striking is the fact that, across
various data settings, enlarging the model to stan-
dard sizes consistently alleviates interference and
may even promote synergy.

4.1 Does Language Similarity Matter?

Intuitively, data from languages that humans per-
ceive as similar (e.g. languages that have some de-
gree of mutual intelligibility, exhibit similar linguis-
tic properties, or have shared vocabularies) should
have a more positive effect on translation quality
comparing to data from distinct languages (Lin
et al., 2019; Wang et al., 2020b). To test this, we
fix a focus language, and train trilingual models to
translate from English to two languages, the focus
language and an additional interfering language.
We then look at interference trends as we vary the

4While the other factors can be exactly quantified, it is not
immediately clear how to measure language similarity. In our
experiments, we use a phylogenetic interpretation of language
similarity within the set of languages available in our dataset.

Focus Other
Language #Examples Language #Examples

es 15.177M fr⋆/cs/ru/zh 15.177M
es 0.118M fr⋆/cs/ru/zh 15.177M

et 2.176M fi⋆/fr/ru/zh 6.587M
et 0.118M fi⋆/fr/ru/zh 6.587M

Table 3: Trilingual models for experiments on the im-
pact of language similarity on interference. The most
similar language to the focus language is noted with ⋆.

interfering language while controlling the amount
of training data for each language pair.

Setup We run two sets of experiments, one with
Spanish (es, 15.2M parallel sentences) as the focus
language, and another with Estonian (et, 2.2M ex-
amples). For each focus language, we select one of
four interfering languages; Spanish is paired with
French,5 Czech, Russian, and Chinese, while Esto-
nian is paired with Finnish,6 French, Russian, and
Chinese. To control the effects of data size in the
English-Spanish experiments, we randomly sam-
ple 15.2M examples from each interfering language
pair, making the ratio between focus and interfering
languages 1:1. Similarly, in the English-Estonian
experiments, we sample 6.6M examples from each
interfering language to create a data ratio of 1:3.
We also conduct similar experiments when we use
only 118K focus language examples, to see the
trends when the focus language pair is extremely
low resource.7 Table 3 provides an overview of the
language similarity experiments.

Results Figure 1a shows the interference rate for
every model size when Spanish has only 118K
parallel examples (left) and when using the full
English-Spanish dataset (right). The variance in re-
sults somewhat correlates with language similarity
when the dataset is very small, which aligns with
previous work (Lin et al., 2019); French seems
to help Spanish more than other languages when
the model is big enough, while Chinese helps less.
However, when training with the full dataset, the
differences between other languages diminish for
all model sizes. Concurrently, Fernandes et al.
(2023) also found no significant difference for us-
ing French or Chinese as a third language com-
bined with English-German in a very high resource

5Spanish and French are Western Romance languages.
6Estonian and Finnish are Balto-Finnic languages.
7118K sentence pairs is 128th of the English-Spanish train-

ing set. It is approximately equivalent to translating 30 novels.
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XS S M
Model size

10%

0%

10%

20%

30%

40%

50%

en
-e

t i
nt

er
fe

re
nc

e 32%

44% 46%

21%

35%
38%

27%

39%
42%

26%

36%
39%

118K en-et training examples

XS S M
Model size

-2%

12%
17%

-11%

7%
13%

-5%

9%
16%

-6%

8%
13%

2.2M en-et training examples

Language
fi
fr
ru
zh

(b) Models trained with 118K (left) and 2.2M (right) en-et examples together with 6.6M examples of en-xx.

Figure 1: Interference of models trained with en-es (a) or en-et (b) as low resource languages (left) and using their
full training sets (right) together with one other language. Positive values indicate synergy, i.e. the focus language
(es/et) loss of a trilingual model is lower (better) compared to its bilingual model baseline. Similarly, negative values
indicate interference.

setting (600M examples per language pair).
We observe similar trends when Estonian is the

focus language. Figure 1b shows that when Es-
tonian only has 118K training examples, combin-
ing with Finnish data seems to have some posi-
tive effect. However, this effect also shrinks when
using all of the English-Estonian train set (only
2.2M examples, compared to the 15.2M of English-
Spanish) and a model that is not too small.8

4.2 Does the Number of Languages Matter?

Do we get more interference when training with
one interfering language pair or fourteen? We train
models with varying numbers of language pairs
while controlling for the overall number of interfer-
ing examples. We find that splitting the interfering
data across more language pairs has a mild positive
effect, which diminishes as the amount of focus-
language data and/or model parameters scales up.

8See Figure 5 in Appendix A for the results of these exper-
iments with absolute BLEU scores.

Focus Other
Language #Examples Languages #Examples

es 15.177M
cs/fr/ru/zh 15.177M
cs+fr+ru+zh 15.177M
cs+...+gu (14) 15.177M

es 0.118M
cs/fr/ru/zh 15.177M
cs+fr+ru+zh 15.177M
cs+...+gu (14) 15.177M

et 2.176M
fi/fr/ru/zh 6.587M
fi+fr+ru+zh 6.587M
cs+...+gu (14) 6.587M

et 0.118M
fi/fr/ru/zh 6.587M
fi+fr+ru+zh 6.587M
cs+...+gu (14) 6.587M

Table 4: Multilingual models for experiments on the
impact of the number of other languages on interference.
The trilingual model results are the average per focus
language from Table 3.

Setup We train multilingual models on English-
Spanish data alongside English to 1, 4, or 14 inter-
fering languages. The interfering data always sums
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(b) Models trained with 118K (left) and 2.2M (right) en-et training examples and 6.6M training examples for non-et languages.

Figure 2: en-es (a) and en-et (b) test interference of models trained with es (a) or et (b) as low resource languages
(left) and using their full train sets (right) together with increasing number of languages, sharing a fixed budget of
training examples. Positive values indicate synergy, i.e the focus language (es/et) loss of a multilingual model is
lower (better) comparing to its bilingual model baseline. Similarly, negative values indicate interference.

up to a fixed 15.2M examples budget, distributed as
evenly as possible among the different languages.9

We repeat these experiments when Estonian is the
focus language and the interfering example bud-
get is 6.6M. Table 4 provides an overview of these
experiments.

Results Figure 2a shows that more than one inter-
fering language pair somewhat helps when English-
Spanish has few training examples, but this effect
largely disappears in the full training set and with
larger models. We see similar trends for Estonian
in Figure 2b, even though its full training set has
only 2.2M examples. This phenomenon might be
related to the fact that when the data distribution
is sharp (i.e. one high resource paired with one
very low resource) there is not enough incentive for
the model to pay attention to the focus language’s
identifier token, compared to when the distribution
is much more uniform. This result also corrobo-
rates similar findings for pretrained multilingual

9Some languages have less than 15.2M/14 (1.08M) exam-
ples. We use all of their training data, and divide the remaining
budget evenly.

models (Conneau et al., 2020), although those ex-
periments did not control the total quantity of data
as in ours.10

4.3 The Impact of Model and Data Size

Seeing that language similarity and the number of
interfering languages have only a limited effect
on interference, we design a controlled setup to
measure interference as a function of the remaining
three factors: model size, focus language data size,
and its proportion in the total amount of data seen
during training.

Setup We train models using all the available
15.2M English-Spanish examples, with an increas-
ing example budget for interfering language pairs,
ranging from 1/8 (1.9M) to 8 times (122M) the
English-Spanish data, divided as evenly as pos-
sible between French, Czech, Russian, and Chi-
nese.11 To observe trends across Ds→t sizes, we

10See Figure 6 in Appendix A for the results of these exper-
iments with absolute BLEU scores.

11Since Chinese has only 26M examples (less than
122M/4), we use all of its train set in the 122M (8.0X) case,
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(c) 15.2M es-en examples
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Figure 3: Interference of en-es (top) and es-en (bottom) models trained using the full 15.2M en-es train set (left),
and a sample of 3.8M en-es (right). Positive values indicate synergy, i.e. en-es or es-en loss of a multilingual model
is lower (better) comparing to its bilingual model baseline. Similarly, negative values indicate interference.

rerun these experiments with a quarter (3.8M) of
the English-Spanish data, while keeping the ratios
with the rest of the data similar. Finally, we also
conduct these experiments in the many-to-English
setting.

Results Figures 3a and 3b show the interference
and synergy for English-Spanish using a varying
number of interfering examples. For smaller mod-
els (XS and S), increasing the amount of interfering
data (i.e. decreasing the proportion of focus data)
exacerbates interference. However, larger mod-
els appear to benefit from significant quantities of
interfering examples; for instance, when training
with Ds→t = 3.8M, a large model (L) can gain
over 10% relative loss improvement when there
is 32 times more interfering data than focus data
(P (x ∈ s → t) ≈ 3%). Interestingly, we also
observe that interference is sensitive to the ratio
between model parameters and focus data, as the

and sample the remainder of the example budget from the
three from French, Czech, and Russian.

M model trained on 15.2M focus examples pro-
duces a similar curve to that of the 4-times smaller
S model trained on 3.8M examples, both intersect-
ing the synergy/interference line at the same point.
Finally, Figures 3c and 3d show that when trans-
lating into English, interference is much less of an
issue, occurring only in the XS model when the
total amount of training data significantly exceeds
the model’s capacity. Scaling up the model not only
improves the absolute performance (Appendix A),
but also introduces substantial gains from synergy.
Our results align with trends observed on cross lin-
gual transfer when scaling pretrained multilingual
models to 3.5 and 10 billion parameters (Goyal
et al., 2021).

4.4 Tuning Interference with Temperature

In the previous sections we demonstrated that the
dominant factors impacting interference are the
model size, the amount of focus language pair data
Ds→t, and the proportion of focus pair examples
observed during training P (x ∈ s → t). In a
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practical situation where both model size and mul-
tilingual data are fixed, how can one control the
level of interference? Recalling Equation 1, we
observe that the proportion of focus pair examples
P (x ∈ s → t) is controlled via the temperature hy-
perparameter T . Although previous literature has
largely used a value of T = 5 following Arivazha-
gan et al. (2019), our systematic experiments with
different temperatures across three different data
distributions and four model sizes suggest that this
value can be sub-optimal and induce a substantial
amount of interference, especially for model sizes
that alleviate significant amounts of interference (M
and L). Conversely, tuning the temperature shows
that lower values (T = 1, 2) are typically able to
reduce high-resource interference without harming
low-resource synergy in our standard multilingual
translation setting.

Setup We train models of four sizes with temper-
ature ranging from 1 to 5 on three training distri-
butions: (1) all available training data, (2) discard-
ing 3 high resource languages (Czech, French and
Russian), (3) discarding 4 low resource languages
(Latvian, Lithuanian, Romanian and Hindi). When
illustrating the results, we assign languages to high
and low resource according to whether their rela-
tive data proportion decreases or increases when
going from T = 1 to T = 2.

Results Figure 4 shows the trade-offs between
the lower and higher resource languages, as de-
fined above. First, we can see a clear trade-off
for the smaller models (XS and S) from T = 1 to
T = 4 in most cases. Increasing T helps promote
synergy for low resource languages at the cost of
increasing interference for the high resource lan-
guages. However, the larger models (M and L)
clearly degrade when using T ≥ 3; in fact, values
of T = 1 and T = 2 are often better for high- and
low-resource language pairs than the commonly-
used T = 5. These results align with recent work
Xin et al. (2022) showing that tuned scalarization
is key to achieving strong bilingual baselines that
often outperform more complicated multitask opti-
mization methods.12

5 Related Work

Scaling Laws in Machine Translation Previ-
ous work also looked at scaling trends of data and

12See Table 5 in Appendix A for the results of these experi-
ments with absolute BLEU scores.
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(b) Trained w/o 4 low resource languages
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(c) Trained w/o 3 high resource languages

Figure 4: Average interference/synergy of high (pro-
portion declining when incrementing T ) and low (pro-
portion ascending when incrementing T ) resource lan-
guages of different model sizes (colors) for different
training distributions (a,b,c) using T values ranging
from 1 to 5 (numbers on markers). Positive values indi-
cate synergy and negative values indicate interference.

models sizes for machine translation. Gordon et al.
(2021) proposed scaling laws in the data and model
parameters and demonstrated their ability to predict
the validation loss of bilingual translation models
from Russian, Chinese, and German to English.
Ghorbani et al. (2022) found scaling laws for dif-
ferent configurations for the encoder and decoder,
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independently varying the number of layers in each
of them. Bansal et al. (2022) examined different ar-
chitectures and described data size scaling laws
for machine translation in a large scale for En-
glish to German and English to Chinese. While
all of these works focused on the bilingual set-
ting, we unveil trends for multilingual translation,
which has increased complexity. Concurrently to
our work, Fernandes et al. (2023) proposed scaling
laws for multilingual machine translation, focusing
on trilingual models trained on English-German
with English-Chinese or French

Multitask Methods for Multilingual Machine
Translation Multitask methods have been pro-
posed extensively to enhance the performance of
multilingual translation models. Some utilize vali-
dation based signals to determine which language
pairs should be prioritized throughout training, ei-
ther with adaptive scheduling (Jean et al., 2019),
gradient similarities to the validation set Wang et al.
(2020a), or a multi-armed bandits model (Kreutzer
et al., 2021). Zhu et al. (2021) added dedicated
embedding and layer adapter modules to the Trans-
former, and Lin et al. (2021) suggested learning a
binary mask for every model parameter and every
language pair, both requiring further training af-
ter the base multilingual model converges. Li and
Gong (2021) used per language gradients geometry
to rescale gradients of different language pair to
improve performance on low resource languages.
Wang et al. (2021) extended PCGrad (Yu et al.,
2020) to create Gradient Vaccine, a method that
attempts to deconflict different language pairs gra-
dients by replacing them with more similar vectors
in terms of cosine similarity. While the motivation
for these methods is clear and intuitive, they are
usually more complex and computationally expen-
sive than the baseline. Moreover, their efficacy is
often demonstrated using relatively small13 models,
while modestly increasing the model size can both
strengthen the bilingual baselines and reduce the
interference problem significantly.

Critical Takes on Multitask Optimization Meth-
ods Multitask optimization methods were re-
cently under scrutiny. Kurin et al. (2022) experi-
mented with many of those for image classification
and reinforcement learning problems, and found
that none of them consistently outperformed a well
tuned baseline with proper use of known regular-

13Transformer-base or big from Vaswani et al. (2017).

ization techniques. Similarly, Xin et al. (2022)
showed that despite their increased complexity, no
popular multitask method was superior to a sweep
over scalarization weights for a baseline trilingual
translation model. This work complements this line
of research by examining multilingual translation
models and how can modest scale and calibrated
temperature reduce problems associated with mul-
titasking.

6 Conclusion

This work examines the dominant factors that influ-
ence interference in multilingual machine transla-
tion. Namely, the model size, the amount of parallel
data for the focus language pair, and the proportion
of examples from the focus language pair with re-
spect to the total data seen during training. While
specialized multitask techniques are sometimes
demonstrated on small transformer models, we find
that a standard baseline model of 176M parameters
reduces the interference problem significantly, and
further scaling up results in synergy among the dif-
ferent language pairs. We further demonstrate the
importance of tuning the temperature at which dif-
ferent language pairs are sampled during training;
while existing literature largely relies on high tem-
peratures, which indeed improve low-resource per-
formance in parameter-poor settings, larger models
benefit from a more natural distribution that re-
flects the raw training data. These simple strategies
for addressing interference call into question the
necessity and perhaps even the validity of recently-
proposed complex anti-interference methods and
reaffirm the tried-and-true method of increasing
model capacity to accommodate for higher data
diversity.

7 Limitations

One limitation of this work is the focus on English-
to-many and many-to-English settings, while previ-
ous studies also went beyond English-centric trans-
lation (Freitag and Firat, 2020; Fan et al., 2022).
Second, we experiment with a WMT based bench-
mark that has a total of 15 languages and 200M
training examples, when translation models were
also trained on larger datasets (Aharoni et al., 2019;
Arivazhagan et al., 2019; NLLB Team et al., 2022).
We leave questions about the amount of scale that
will be required to effectively mitigate interference
in massively (many-to-many, billions of parallel
sequences) multilingual settings for future work.
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Additionally, the data collected from high resource
languages may be of higher quality compared to
that collected from low resource languages. Further
research is needed to determine the impact of low
quality training data on interference and synergy.
Finally, while we explore trends when scaling mod-
els width, deeper models (Ghorbani et al., 2022)
might help mitigating interference even further.
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A BLEU Scores

Throughout the paper we calculate interference in
terms of test loss values. We additionally provide
the test BLEU scores achieved by our models. We
generate using beam search with 5 beams, without
length penalty. We use SacreBLEU (Post, 2018)
to calculate test sets BLEU (Papineni et al., 2002)
scores.

Language similarities Figure 5 shows BLEU
scores of models from experiments in Section 4.1.
They reflect similar trends, as the variance between
different interfering languages when the focus lan-
guage has only 118K examples diminish when a
decent amount of training data is available.

Number of languages Figure 6 shows BLEU
scores of models from experiments in Section 4.2.
They also demonstrate that low resource pairs ben-
efit when there are more interfering languages, but
this effect disapper with a decent amount of train-
ing data.
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Figure 5: en-es (a) and en-et (b) test BLEU scores of models trained with es or et as low resource languages and
using their full train sets together with one other en-xx pair.
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L

bi 22.9 40.0 28.5 30.7 34.4 18.6 25.8 16.9 10.8 8.5 21.4 3.8 0.4 5.4 1.3
1 23.4 40.7 29.4 31.4 34.8 20.7 26.5 19.2 16.3 13.4 26.1 14.4 4.6 12.5 10.3
2 23.0 40.4 29.1 31.1 34.7 20.6 28.0 20.2 17.9 14.2 26.7 14.2 4.7 14.2 12.4
3 22.9 39.8 28.4 31.1 34.9 21.3 27.7 20.5 17.4 14.2 26.2 13.5 4.6 14.0 12.2
4 22.1 39.2 26.5 29.8 34.0 20.5 26.7 20.3 17.3 14.2 26.4 13.8 4.7 14.0 12.1
5 21.9 38.9 27.5 30.1 34.1 21.1 26.7 20.4 17.2 13.7 25.8 13.6 3.8 13.9 13.0

Table 5: Test BLEU scores across four model sizes of bilingual baselines (bi) and multilingual models trained with
temperature values T ∈ [1, 5].
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