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Abstract

Open-retrieval conversational machine read-
ing comprehension (OCMRC) simulates real-
life conversational interaction scenes. Ma-
chines are required to make a decision of
Yes/No/Inquire or generate a follow-up
question when the decision is Inquire based
on retrieved rule texts, user scenario, user
question and dialogue history. Recent stud-
ies try to reduce the information gap between
decision-making and question generation, in
order to improve the performance of genera-
tion. However, the information gap still per-
sists because these methods are still limited
in pipeline framework, where decision-making
and question generation are performed sepa-
rately, making it hard to share the entailment
reasoning used in decision-making across all
stages. To tackle the above problem, we
propose a novel one-stage end-to-end frame-
work, called Entailment Fused-T5 (EFT), to
bridge the information gap between decision-
making and question generation in a global
understanding manner. The extensive experi-
mental results demonstrate that our proposed
framework achieves new state-of-the-art per-
formance on the OR-ShARC benchmark. Our
model and code are publicly available'.

1 Introduction

Open-retrieval conversational machine reading
comprehension (OCMRC) (Gao et al., 2021) in-
vestigates real-life scenes, aiming to formulate
multi-turn interactions between humans and ma-
chines in open-retrieval settings. As shown in
Figure 1, given the user scenario and user ques-
tion, machines are required to first retrieve related
rule texts in the knowledge database, and then
make a decision of Yes/No/Inquire or gen-
erate a follow-up question when the decision is
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Retrieved Rule Text 1: The airport manager, or
his authorized...

Retrieved Rule Text 2: When to contact the
benefit office: It’s your responsibility to contact
the office straight away if:

. You get a letter telling you that you
have been overpaid - and who to contact your
circumstances change and this is likely to affect a
benefit .

Retrieved Rule Text 3: Your obligations for using
center pay...

User Question: s it my responsibility to contact
the office in this situation

User Scenario: : | most assuredly believe...
Follow-up Q: Do you believe that you have been
overpaid?

Follow-up A : No

Follow-up Q: Did you receive a letter stating that
you were overpaid?

Follow-up A : No

Decision-Making: Yes | No| Inquire
Final Answer: Have your circumstances
changed ?

Figure 1: An example in the OCMRC dataset. Given
the user scenario and user question, machines are
required to first retrieve related rule texts in the
knowledge database, and then make a decision of
Yes/No/Inquire or generate a follow-up question
when the decision is Inquire based on retrieved rule
texts, user scenario, user question and dialogue history.

Inquire based on retrieved rule texts, user sce-
nario, user question and dialogue history.

Previous studies (Saeidi et al., 2018; Verma
et al., 2020; Lawrence et al., 2019; Zhong and
Zettlemoyer, 2019; Gao et al., 2020a,b; Ouyang
et al., 2021; Gao et al., 2021; Zhang et al., 2021)
typically adopt pipeline frameworks based on pre-
trained language models (PrLM) (Devlin et al.,
2019; Clark et al., 2020; Lewis et al., 2020; Liu
et al., 2020) , as shown in Figure 4, these frame-
works usually consist of three stages, includ-
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Figure 2: The comparison between our framework and previous pipeline framework. a) Previous framework
typically has three stages: entailment reasoning based decision-making, span extraction and question rephrasing.
Thus, the entailment reasoning utilized in decision-making is hard to share through all stages. Meanwhile, the
performance of previous framework suffers from error propagation problem. The above information misleading
leads to the information gap between decision and generation. b) Our framework is a one-stage end-to-end model.
To bridge the information gap, the fused answer generation directly generates the decisions or follow-up questions
with the shared entailment representation enhanced by activated entailment reasoning.

ing decision-making, span extraction and question
rephrasing. Different entailment reasoning strate-
gies are utilized to improve the performance of
decision-making. Span extraction and question
rephrasing are conducted for question generation.
These pipeline frameworks are either completely
independent of the three stages (Zhong and Zettle-
moyer, 2019; Gao et al., 2020a,b; Ouyang et al.,
2021; Gao et al., 2021), or try to reduce the infor-
mation gap between decision-making and question
generation through representation-fused methods
(Zhang et al., 2021) among three stages .

However, the information gap still persists be-
cause these methods are still limited in pipeline
framework, where decision-making and question
generation are performed separately, making it
hard to share the entailment reasoning used in
decision-making across all stages.

To tackle the above problem, we propose a
novel one-stage end-to-end framework, called en-
tailment fused-TS (EFT) to bridge the information
gap between decision-making and question gener-
ation in a global understanding manner. Specif-
ically, our model consists of a universal encoder
and a duplex decoder. The decoder consists of
an activated entailment reasoning decoder and a
fused answer generation decoder. The implicit
reasoning chains of both decision-making and
question generation in the multi-fused answer gen-
eration decoder are explicitly supervised by ac-

DISCERN

Figure 3: EFT achieves state-of-the-art performance on
the OR-ShARC benchmark.

tivated entailment reasoning through the shared
entailment representation of our encoder. More-
over, a relevance-diversity fusion strategy is uti-
lized to further improve the implicit reasoning
abilities among the multiple retrieved rules for the
fused answer generation decoder through the im-
plicit ranking method. Thus, our model can reason
in a global understanding manner. The extensive
results, as illustrated in Figure 3, demonstrate that
our proposed framework EFT achieves new state-
of-the-art performance on the OR-ShARC bench-
mark.
Our contributions are summarized as follows:

* We propose a novel one-stage end-to-
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end framework, called entailment fused-T5
(EFT) to bridge the information gap be-
tween decision-making and question genera-
tion through a global understanding manner.

* We further investigate a relevance-diversity
fusion strategy (RD strategy) to improve the
implicit reasoning abilities of our model.

» Extensive experiments demonstrate the effec-
tiveness of our proposed framework on the
OR-ShARC benchmark.

2 Related Work

Conversation-based Reading Comprehension
Conversation-based  reading  comprehension
(Saeidi et al., 2018; Sun et al.,, 2019; Reddy
et al., 2019; Choi et al., 2018; Cui et al., 2020;
Gao et al., 2021) aims to formulate human-like
interactions. Compared to traditional reading
comprehension, these tasks extend the reading
comprehension scenarios with dialogue interac-
tions. There are typically three main types of
these tasks: span-based QA tasks (Choi et al.,
2018; Reddy et al., 2019), multi-choice tasks (Sun
etal., 2019; Cui et al., 2020), or hybrid-form tasks
(Saeidi et al., 2018; Gao et al., 2021).

Conversational Machine Reading Comprehen-
sion CMRC (Saeidi et al., 2018) is the hybrid
form of conversation-based reading comprehen-
sion, which requires the machines to make a de-
cision or generate a follow-up question based on
rule text, user scenario, user question and dialogue
history.

In this paper, we focus on the open-retrieval
conversational machine reading (OCMRC) task
(Gao et al., 2021), which further extends the
CMRC task into a real-life scenario. Machines
are required to first retrieve related rule texts in a
knowledge base based on user questions and user
scenarios, then machines are required to make a
decision of Yes/No/Ingquire, or a follow-up
question if the decision is Inquire based on the
relevant rule texts, user scenario, user question and
dialogue history.

Due to the hybrid-form task, the previous meth-
ods (Zhong and Zettlemoyer, 2019; Gao et al.,
2020a,b; Ouyang et al., 2021; Zhang et al., 2021)
typically adopt pipeline architectures, including
decision-making, span extraction and question
phrasing. Various kinds of entailment reason-

ing strategies are proposed to improve the perfor-
mance of decision-making. Despite the effective-
ness of entailment reasoning, the performance is
still limited because of the information gap be-
tween decision-making and question generation.
Recent studies (Zhang et al., 2021, 2022) explored
entailment reasoning sharing methods to reduce
the gap between decision-making and question
generation, but the performance is limited due
to its frame flaws. In this paper, we propose a
novel one-stage end-to-end model, called entail-
ment fused-TS (EFT), the details are written in the
next sections.

3 Methods

In open-retrieval CMRC, the machines are first re-
quired to retrieve related rule texts in a knowl-
edge base, given user question and user scenario.
Then machines are required to make decisions or
generate follow-up questions based on retrieved
rule texts, user scenario, user question and dia-
logue history. Thus, we conduct a retriever to
first retrieve related rule texts from the knowl-
edge database, and then generate the final answer
through our end-to-end reader EFT. The training
procedure is shown in Algorithm 1.

3.1 Retriever

We first concatenate the user question and user
scenario as the query to retrieve related rule texts
in the knowledge base. The knowledge base is
divided into the seen subset and the unseen sub-
set. This is to simulate the real usage scenario:
users will ask questions about rules they have al-
ready seen, or rules that are completely new. We
only use seen rules in the training process. In this
work, we utilize DPR (Karpukhin et al., 2020) to
retrieve related rule texts. In contrast to previous
approaches (Zhang et al., 2021) that employ TF-
IDF negatives as DRP hard negatives and restrict
the scope of retrieved negatives to a limited data
space, we adopt a different strategy. We randomly
sample rule texts from the known knowledge base
to serve as the negatives. Each step will randomly
sample m numbers negatives in the training stage.
We retrieve the top 20 relevant rule texts for each
query, which is further used by our reader.

3.2 Reader: EFT

In this stage, each item is formed as the tu-
ple {R,S,Q,D}. R donates the rule text can-
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Candidate 1: User Scenario User Question Dialogue History Rulel: EDU Rulel: EDU
Candidate 2: User Scenario User Question Dialogue History Rule2: EDU Rule2: EDU
Candidate 3: User Scenario User Question Dialogue History Rule3: EDU Rule3: EDU
Randomly Select Shuffle Positive
R&D Negative
Candidate Rule Texts Encoder
Sentence-level Representation Word-level Representation
- 7 " TrainingOnly Fusion |
I
Candidate 2 Candidate 3 Candidate 1 Candidate 2
v
Activated Entailment Fused Answer
Reasoning Decoder Generation Decoder

Activated Entailment Reasoning

|

Entailment States

Fused Answer Generation

|

Yes | No | Follow-up Question

Figure 4: The architecture of our proposed EFT. Machines first randomly select related rule texts from RD can-
didate rule texts in the training stage, while in the evaluating stage, machines only use the top-5 retrieved rule
texts. Then the input representation is encoded separately, the sentence-level representation is utilized for activated
entailment reasoning, and the word-level representation is fused for the final answer generation.

didates. R = {ry,re,...,r%}, where r do-
nates the rule text item of R. S and @ rep-
resent user scenario and user questions, respec-
tively. D donates the dialogue history. Given
{R,S,Q, D}, EFT will directly generate a deci-
sionof Yes/No/Ingquire or follow-up question
when the decision is Inquire. EFT consists of a
universal encoder and a duplex decoder. The Du-
plex decoder consists of an activated entailment
reasoning decoder and a fused answer generation
decoder. In this way, the whole implicit reasoning
chains of the fused answer generation decoder will
be fine-grained supervised by activated entailment
reasoning with the shared entailment representa-
tion. Thus, the fused answer generation decoder
will reason in a global understanding manner. The
details are shown in Figure 4.

3.3 Encoding

Given {R, S,@, D}, we random sample k items
in R, and concatenate each of them with S, Q, D
as ¢, thus the item collection is formed as C' =
{c1,¢9,...,;c1}. Specifically, each r in R is first
parsed to elementary discourse unit (EDU) by a
pre-trained model (Li et al., 2018). The final in-
put format is shown in Figure 4. To prevent the
leakage of location information in the fused an-

swer generation decoder, and enhance the infor-
mation extraction ability of the decoder, we uti-
lize a relevance-diversity fusion (RD) strategy to
randomly shuffle the order of items which are
sampled from RD candidate rule texts, the de-
tails are written in Sec 3.4. Given C, we uti-
lize TS5 encoder as our backbone to get the rep-
resentation. The presentation of special token
are utilized as sentence-level representation H; =
{hs1,hs2, ..., hsi} for activated entailment rea-
soning decoding. The word-level representation
Hy, = {hw1, hw2, ..., hyr } are utilized for fused
answer generation decoding.

3.4 Decoding

We utilize duplex decoding to explicitly super-
vise our answer generation stage, which intro-
duced the explicit entailment reasoning informa-
tion in implicit answer generation reasoning. The
answer generation will either generate a decision
of Yes/No/Inquire or a follow-up question
when the decision is Inquire. The activated en-
tailment reasoning decoder will reason the entail-
ment states of the EDUs. The duplex decoder is
trained in a multi-task form. And the activated en-
tailment reasoning only activates in training stage.

15377



Activated Entailment Reasoning Each
EDU will be classified into one of three en-
tailment  states, including ENTAILMENT,
CONTRADICTION and NEUTRAL. To get the
noisy supervision signals of entailment states, we
adopt a heuristic approach”. This is proposed to
simulate fulfillment prediction of conditions in
multi-sentence entailment reasoning, which can
explicitly supervise the implicit reasoning chains
of the answer generation.

Previous studies typically introduce entailment
reasoning in all rule text segmented EDUs. This
will greatly increase the proportion of NEUTRAL
labels and affect the model effect, because nearly
all of the entailment states of EDUs in retrieved
irrelevant rules are NEUTRAL, and introducing
more noise in the training stage. In our method,
entailment reasoning will only activate for the
golden rule text. Utilizing this setting, one benefit
is to balance the categories of entailment reason-
ing, and the other is to supervise the implicit rea-
soning of the fused decoder, which can help the
fused decoder infer correct rule text from multiple
retrieved rule texts.

Given the sentence-level representation H, we
utilize inter-attention reasoning to fully interact
with various information in 7, including EDUs,
user question, user scenario and dialogue history.
We utilize an inter-sentence Transformer (Devlin
et al., 2019; Vaswani et al., 2017) to get the inter-
acted sentence-level representation Gs. Then, we
use a linear transformation to track the entailment
reasoning states of each EDU in activated rule text.

ei = Wehe, +be € R, (1)

where the W, is trainable parameters, e; is the pre-
dicted score for the three labels of the i-th states.

Fused Answer Generation Given the word-
level representation Hy, = {huy1, hw2, vy Ropi } Of
R, we concatenate the I, as the fused represen-
tation f,,. In this manner, our answer generation
decoder can reason through all the & items through
an implicit ranking mechanism. It is worth men-
tioning that each item of H,, is first fully inter-
acted among rule text, user question, user scenar-
ios and dialogue history without other multi-rule
noise through our encoder.

To improve the information implicit reason-
ing abilities of our model, we further investigate

’The noisy supervision signal is a heuristic label obtained
by the minimum edit distance.

Algorithm 1 Training procedure of EFT

Input: Contextualized context C, learning rate 7,
Output: Final answer A, activated entailment
reasoning state I/, EFT encoder parameters
0., EFT fused answer generation decoder pa-
rameters 0,, EFT activated entailment reason-
ing decoder parameters 8

Initialize 6..,0,,0,

1:
2: while not converged do
3: for:=1,2,...,Ndo
4: hsi, hqyi = f(CZ', 06) s.t. Vee C
5 e; = f(hsi, 0q)
6: a; = f(hwia ea)
7: end for
8: g < VoLl
9: 0.+ 0, — Tg
10: 0,+—60;—71g
11: 0, 0,—71g

12: end while

the relevance-diversity fusion strategy (RD fusion
strategy), which consists of relevance-diversity
candidate rule texts, order information protection
and fused answer generation. The rule text can-
didates are consists of top k relevant rule texts
and randomly sampled rule texts, which are called
RD candidate rule texts. Thus, the candidates are
full-filled with relevant and diverse rule texts. On
the premise of ensuring relevance among the rule
texts, the diversity of learnable information sam-
pling combinations is further improved. More-
over, the order of items fused in f,, may lead to in-
formation leakage and affect the reasoning ability
of the decoder in the training stage, so as we men-
tioned in the last section, we will randomly shuffle
the order of items when inputting to the encoder
to protect the order information. In the evaluation
stage, only the top 5 unshuffled relevant rule texts
will be utilized for answer generation.

The fused answer generation is utilized to gen-
erate either the decision or the follow-up ques-
tion. We employ T5 decoder as our answer gen-
eration decoder. Given encoder fused represen-
tation f,,, and the final answer a, including de-
cision or follow-up question, the answer is com-
posed of the variable-length tokens z;, the proba-
bilities over the tokens are shown in the blow:

m

pla) = [ [ p(ilz<i, fe; 0), )

1
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where 6 donates the trainable parameters of our
decoder.

3.5 Training Objective

Activated Entailment Reasoning The activated
entailment reasoning is supervised by cross-
entropy loss, by given the entailment stages c; :

N
1
*Cenatil = _N Z log SOftHlaX(Ci)T7 3)
=1

where r is the ground truth of entailment state.

Fused Answer Generation The fused answer
generation training objective is computed as illus-
trated in below:

M
Lanswer = *Zlogp($i|x<i,fw§9), (4)
=1

The overall loss function is:
L= Eanswer + )\ﬁentail- (5)

4 Experiment and Analysis

4.1 Data

Dataset The experiment dataset is OR-ShARC
(Gao et al., 2021), the current OCMRC bench-
mark. The corpus is crawled from the government
website. There is a total of 651 rule texts collected
in the knowledge base. For the validation and test
set, the golden rule texts are split into unseen or
seen. This is to simulate the real usage scenario:
users will ask questions about rules they have al-
ready seen, or rules that are completely new. The
train, dev and test size is 17,936, 1,105 and 2,373,
respectively. Each item consists of utterance id,
tree id, golden rule document id, user question,
user scenario, dialog history, evidence and the de-
cision.

4.2 Setup

Evaluation The evaluation consists of two parts:
decision-making and question generation. We
utilize Micro-Acc and Macro-Acc for the results
of decision-making, and use Flgr gy (Gao et al.,
2021) for question generation. The Flg gy is con-
ducted to evaluate the question generation perfor-
mance when the predicted decision is Inquire.

S M BLEU(yi, i)

i ;o (0)

PreciSIONBLEY =

Where M is the total number of ITnquire deci-
sions made by our model. y; is the predicted ques-
tion, ¢; is the corresponding ground truth predic-
tion. The recall of BLEU is computed in a similar
way.

>it o BLEU(yi, §i)
N )
where NV is the total number of Inqui re decision
from the ground truth annotation,
The calculation of Flgy gy 1s shown below:

(N

recallgLpy =

2 X precisiongLgy X recallgLey

FlpLeu = —
precisiongLEu + recallpLEy

(®)

Implementation Details We utilize the T5-base
(Raffel et al., 2020) as our reader backbone, and
additionally add an activated entailment reasoning
decoder, whose parameters are randomly initial-
ized. We utilize BERT (Devlin et al., 2019) as
our retriever backbone , whose parameters are ini-
tialized from DPR (Karpukhin et al., 2020). For
the RD strategy, we use the top-20 retrieved rule
texts and 30 randomly sampled rule texts as our
fused candidates in the training stage, every step
we will randomly select 5 samples from the can-
didates. We only use seen rule texts in the knowl-
edge base for the training stage. And we only use
top 5 retrieved rule text for the inference stage.
The fused number £ is set as 5 for fused answer
generation for both training and inference. We use
AdamW (Loshchilov and Hutter, 2018) to fine-
tune our model. The learning rate is hierarchically
designed, the learning rate of TS is 2e-4, and the
learning rate of activated entailment decoder is 2e-
5. We tried from 0.1 to 1.0 for A, and find 0.9 is
the best hyper-parameter. The beam-size is set as
5 for the answer generation.

4.3 Results

All results on the OR-ShARC benchmark are il-
lustrated in Table 1, including dev and test set
with metrics for both decision-making and ques-
tion generation.

Experimental results demonstrate that our pro-
posed methods achieve new SOTA on the OR-
ShARC benchmark. EFT outperforms OSCAR
by 3.6% in Micro-Acc, 3.6% in Macro-Acc for
decision-making on the dev set, and outperforms
OSCAR by 2.6% in Micro-Acc, 2.7% in Macro-
Acc for decision-making on the test set. In par-
ticular, our proposed EFT achieves considerable
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Dev Set Test Set

Model Decision Making Question Gen. Decision Making Question Gen.

Micro Macro F1 BLEU1 F1 BLEU4 Micro Macro F1 BLEU1 F1 BLEU4
E3 61.8400 62.3+10 29.0+12 18.1+10 614422 61.7+19 31.7+08 22.2+11
EMT 65.6+16 66.5+15 36.8+11  32.9+11 643105 64.8+04 38.5+05 30.6+04
DISCERN 66.0+16 66.7+18 363x19 284121 66.7+11 67.1+12 36.7+14 28.6+12
MP-RoBERTa 73.0+17 73.1+16 459411 40.0+t09 70.4+15 70.1+14 40.1+16 34.3+15
MUDERN 78.4+05 78.8+06 49.9+0s 42.7+08 752+10 75.3+09 47.1+17 404118
OSCAR 80.5+05 80.9+06 51.3+08 43.1+t0s 76.5tos 7T6.4+04 49.1+11  41.9+1s
EFT 834105 83.8+05 65.5+t19 59.0120 78.5+07 78.5+07 59.3+0s 53.0+o0s

Table 1: Results on the dev and test set of OR-ShARC. The average results with standard deviation on 5 random

seeds are reported.

Model Micro Macro FIBLEU] FlBLEU4
EFT 83.41+05 83.8+05 65.5+19 59.0+20
-w/o s 82.9+06 834105 63.8+x16 57.0+18
-w/o s+a 80.7+08 8l.1+09 62.4+23 56.3+23
-w/o s+a+i 80.2+05 80.5+06 61.2+14 55.0+16
-w/o s+a+i+f 71.0+12 71.6+09 49.2+08 43.8+08

Table 2: Ablation study of EFT on the dev set of OR-
ShARC. The average results with standard deviation on
5 random seeds are reported.

improvement in BLEU scores. EFT outperforms
OSCAR by 27.7% in FlBLEUl, 36.9% in FlBLEU4
for the question generation on the dev set, and out-
performs OSCAR by 20.8% in Flgigy;, 26.5% in
Fl1g1 gua for the question generation on the test set.
We further to investigate the classwise accuracy
performance of EFT, as shown in Table 4. Ex-
periments show that the accuracy of each category
in OR-ShARC is improved by conducting EFT
framework, compared with reported baselines.

To further investigate the performance for our
proposed EFT in seen and unseen settings, the
performance of the split subset 3 is illustrated in
Table 3. Compared with OSCAR, the seen sub-
set performance are greatly improved through our
framework EFT. EFT greatly outperforms OS-
CAR by 29.1% in FlBLEUl’ 36.4% in FIBLEU4
for the question generation on the seen test set.
In addition, compared with the previous pipeline
architectures utilized in MURDEN and OSCAR,
our model not only improves the performance,
but also makes the framework of OCMRC more
lightweight. We reduce the number of model pa-
rameters from 330M to 220M, which is decreased
by 33.3%. The performance on the seen subset of

3Only BLEU scores are reported in OSCAR.

EFT is 35.0% higher in micro-acc than seen sub-
set, 35.3% higher in macro-acc than unseen sub-
set. Our retrieval results are illustrated in Table
6 and Table 5. The details are illustrated in Ap-
pendix A and Appendix B, respectively.

4.4 Ablation Studies

The ablation studies of EFT on the dev set of OR-
ShARC benchmark are shown in Table 2. There
are four settings of our EFT is considered:

* EFT-wo/s trains the model without
relevance-diversity (RD) candidate rule
texts. Only top-5 randomly shuffled relevant
rule texts are considered in the training stage.

* EFT-wo/s+a trains this model additionally
remove activated entailment reasoning.

* EFT-wo/s+a+i trains this model further can-
cels random shuffle in the training stage.

e EFT-wo/s+a+i+f trains this model without
multi rule fused answer generation, only top-
1 retrieved rule text is considered.

Analysis of RD Candidate We investigate the
necessity of the RD candidate rule texts. This
strategy is utilized to improve the implicit reason-
ing abilities of our decoder by improving the learn-
ing space of fused candidates. On the premise of
ensuring the relevance among the rule texts, the
diversity of learnable information sampling com-
binations is further improved. As shown in Table
2, compared with EFT, the performance of both
decision-making and question generation decline
when RD candidate rule texts are removed, high-
lighting the effectiveness of RD candidate rule
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Model Seen Unseen Parameters
Micro Macro Fl1 BLEU1 F1 BLEU4 Micro Macro Fl1 BLEUI F1 BLEU4

MUDERN 88.1  88.1 62.6 57.8 66.4  66.0 33.1 24.3 330M

OSCAR - - 64.6 59.6 - - 349 25.1 330M

EFT 9224 923 83.4 81.3 684 68.2 349 24.0 220M

Table 3: The comparison of question generation on the seen and unseen splits on test-set.

texts in enhancing the information-seeking abili-
ties of our fused answer generation decoder. By
removing RD candidate rule texts, the micro-acc is
decreased by 0.5, the macro-acc is decrease by 0.4,
the Flgp gy is decreased by 1.7, and the Flgppua
is decreased by 2.0. The above results emphasize
the indispensability of RD candidate rule texts.

Analysis of Activated Entailment Reasoning
EFT-wo/s+a trains this model additionally remove
activated entailment reasoning. As illustrated in
Table 2, compared with EFT-wo/s+a, the perfor-
mance of both decision-making and question gen-
eration are dropped without activated entailment
reasoning, the micro-acc is decreased by 2.2, the
macro-acc is decrease by 2.3, the Flg gy is de-
creased by 1.4, and the Flgygys is decreased by
0.7. The above results suggest that the implicit
reasoning of conversational machine reading com-
prehension could be enhanced by introducing ex-
plicit fine-grained supervised signal in a global un-
derstanding manner.

Analysis of Order Information Protection
The order of fused representation used in fused
answer generation decoder may lead to informa-
tion leakage and affect the reasoning ability of the
decoder. In order to avoid the problem of poor
information seeking ability caused by excessive
learning of position information of the model, we
randomly shuffle the order of fused representa-
tion to protect the order information in the train-
ing stage. As illustrated in Table 2, compared with
EFT-wo/s+a, EFT-wo/s+a+i decrease the perfor-
mance of both decision-making and question gen-
eration without order information protection, the
micro-acc is decreased by 0.5 , the macro-acc is
decrease by 0.6, the Flgy gy is decreased by 1.2,
and the Flgy gy is decreased by 1.3. The above
results indicates the importance of order informa-
tion protection.

Analysis of Fused Generation Fused Genera-
tion is utilized to introduce the ability to pro-

Model Yes No Inquire
dev test dev test dev test

E3 585 585 61.8 60.1 665 664

EMT 56.9 554 686 656 740 73.6

DISCERN 61.7 658 61.1 618 773 73.6
MP-RoBERTa 689 72.6 80.8 742 69.5 634
MUDERN 739 764 80.8 722 817 774
EFT 80.1 812 832 756 882 78.7

Table 4: Class-wise decision making accuracy among
Yes, No and Inquire on the dev and test set of OR-
ShARC.

cess multiple rule contextualized information. The
multiple rule contextualized information are fused
as a single fused information. EFT-wo/s+a+i+f
trains this model without multi rule fused answer
generation, only topl retrieved rule text is con-
sidered. In this manner, the performance is lim-
ited with the retrieval performance. Compared
with EFT-wo/s+a+i+f, the performance of both
decision-making and question generation of EFT-
wo/s+a+i are significantly improved by introduc-
ing fused answer generation strategy, the micro-
acc is increased by 9.2 , the macro-acc is increased
by 8.9, the Flgy gy is increased by 12.0, and the
FlgrEus is increased by 11.2. The above results
suggests the necessity of fused answer generation
strategy.

5 Conclusion

In this paper, we propose a novel end-to-end
framework, called EFT, to bridge the information
gap between decision-making and question gen-
eration through the shared entailment representa-
tion in a global understanding manner. Extensive
experimental results on the OR-ShARC bench-
mark demonstrate the effectiveness of our pro-
posed framework EFT. In our analysis, the im-
plicit reasoning ability of both decision-making
and question generation is significantly improved
by sharing external explicit entailment knowledge
through our novel framework EFT.
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Limitations

As shown in Table 3, the results demonstrate the
effectiveness of our proposed EFT, but the per-
formance of the unseen subset is still limited by
comparing it with the performance of seen sub-
set, which suggests plenty of room for improve-
ment. Data augmentation or generalization meth-
ods based on semi-supervised methods could be
effective to solve the problem in the future.
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Appendix

DPR-R Topl Top5 Topl0 Top20

Dev 545 934 992 99.5
Seen Only 96.8 100.0 100.0 100.0
Unseen Only 19.5 87.9 98.5 99.0

Test 775 935 963 98,8
Seen Only 97.6 100.0 100.0 100.0
Unseen Only 62.8 88.8  93.7 97.9

Table 5: Retrieval Results of DPR-R.

A The Performance of Retriever
(DPR-R)

Table 6 presents the detailed performance of
DPR-R, including the performance of Top-k on
dev set and test set. Different from previous meth-
ods (Zhang et al., 2021) that utilize DRP but only
use TF-IDF retrieved negatives, we use random
negatives sampled from seen rule texts in knowl-
edge base. Experimental results illustrate that
DPR-R outperforms DPR by 16.5% in top5 ac-
curacy on test set, and reaches competitive results
with TF-IDF+DPR.

B The Performance of Retriever
(DPR-R) on Subset

We further analyzed the performance of DPR-R
on the seen and unseen subset. As shown in Ta-
ble 5, experimental results demonstrate the effec-
tiveness of DPR-R on seen sets, the topl accuracy
reached 97.6 on the seen subset of test set. But
the performance still have a large latent space of
improvement on unseen sets.

C Additional Experiment Details

We implement EFT with the PyTorch? library and
using pre-trained Transformers from the Hugging
Face’ repositories. The retriever DPR-R is based
on the DPR repositories. The data of OR-ShARC
are from the OR-ShARC’ repository. The above
repositories provide the data, models and licenses.
The whole training process takes about several
hours on eight Nvidia A100 GPUs.

github.com/pytorch/pytorch
github.com/huggingface/transformers
github.com/facebookresearch/DPR
github.com/YifanGao/open_retrieval_
conversational_machine_reading
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Dev Set Test Set

Model Topl TopS Topl0 Top20 Topl TopS Topl0 Top20
TF-IDF 538 834 940 966 669 903 940  96.6
DPR 48.1 746 849 905 524 803 889 926

TF-IDF+ DPR 663 90.0 924 945 1798 954 971 97.5

DPR-R(ours) 545 934 99.2 9.5 775 935 963 98.8

Table 6: Comparison of the open-retrieval methods.
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