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Abstract

Abductive reasoning aims to find plausible ex-
planations for an event. This style of reasoning
is critical for commonsense tasks where there
are often multiple plausible explanations. Ex-
isting approaches for abductive reasoning in
natural language processing (NLP) often rely
on manually generated annotations for supervi-
sion; however, such annotations can be subjec-
tive and biased. Instead of using direct super-
vision, this work proposes an approach for ab-
ductive commonsense reasoning that exploits
the fact that only a subset of explanations is
correct for a given context. The method uses
posterior regularization to enforce a mutual ex-
clusion constraint, encouraging the model to
learn the distinction between fluent explana-
tions and plausible ones. We evaluate our ap-
proach on a diverse set of abductive reasoning
datasets; experimental results show that our ap-
proach outperforms or is comparable to directly
applying pretrained language models in a zero-
shot manner and other knowledge-augmented
zero-shot methods.

1 Introduction

Abductive reasoning aims to find plausible expla-
nations for an event (Paul, 1993). Unlike deduc-
tion, which draws a firm conclusion from a set of
premises, abduction requires reasoning from an
outcome to plausible explanations. Fig. 1 (top)
demonstrates the distinction: given only the con-
text x, both the blue and the red sentences describe
possible subsequent events; however, upon seeing
the outcome y only one of the two is a plausible ex-
planation (although there may be others). Humans
apply abduction in everyday situations (Andersen,
1973) such as reading-between-the-lines (Char-
niak and Shimony, 1990) and analyzing causes
and effects (Thagard and Shelley, 1997; Pearl and
Mackenzie, 2018). Learning to perform abduction
is thus an important step towards building human-
like machines with commonsense knowledge.

x = Emily was stuck in traffic.

—

Her flight was delayed.  Her flight left on time.

y = Emily made it to her flight.

p( explanation | x, y ) ?

Figure 1: Top: An abductive reasoning example con-
sisting of a context x, an outcome ¥, and two candidate
explanations. The goal is to identify the plausible ex-
planation given x and y. To predict an explanation,
one can apply a pretrained language model (shown as
LM) to score y given x and an explanation, and then
compute the posterior probability for the explanation.
Bottom: Using a LM without fine-tuning (Zero-shot)
leads to poor performance, whereas a LM fine-tuned
via max-marginal likelihood (Tuned) fails to distinguish
the two explanations. LiPoR is trained to partition the
explanations in a mutually exclusive manner.

Abductive reasoning has been extensively stud-
ied in the setting where annotations are avail-
able (Storks et al., 2019). However, because de-
termining whether an explanation is plausible is
a subjective and noisy process, annotating plausi-
bility of explanations can be problematic for com-
monsense reasoning problems. Zhang et al. (2020)
show that, in a dataset verification step where five
annotators are asked to determine whether a hand-
written explanation is plausible, they disagree with
each other on 62.34% of 1365 explanations. This
subjectivity thus introduces annotator-specific bias
as has been seen in related tasks (Elazar et al., 2021;
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Geva et al., 2019). The potential bias in plausibil-
ity annotation motivates the study of learning to
perform abductive reasoning without plausibility
annotations. Thus, we consider the setting where
the context x and outcome y are observed, and
models must learn to identify plausible explana-
tions out of a given set of candidate explanations,
without direct supervision over plausibility.

Rule-based methods use formal logic to reason
about explanations (Paul, 1993); however, their
limited coverage prevents them from scaling to the
full complexity of natural language. Recently, pre-
trained language models, which have achieved re-
markable performance on a range of NLP tasks (Li
et al., 2020; Wei et al., 2022a), hold the poten-
tial for zero-shot abductive reasoning. Specifically,
Bhagavatula et al. (2019) directly estimate the prob-
ability of an explanation for an outcome through
Bayes’ Rule (Zero-shot in Fig. 1). In practice, how-
ever, this direct approach can often lead to per-
formance that is only slightly better than random
guessing (Zhang et al., 2020; Zhou et al., 2021b).

To avoid these issues, we reduce abductive rea-
soning down to a single constraint — an explana-
tion must be plausible or implausible. This restric-
tion, argued by Gordon and Hobbs (2017), enforces
that explanations are mutually exclusive; that
is, one explanation being plausible automatically
rules out some other explanations. We introduce
Likelihood learning with Posterior Regularization
(LiPoR), an approach to perform abductive rea-
soning that only leverages mutual exclusivity of
explanations and does not rely on plausibility an-
notations. Specifically, we maximize the marginal
likelihood of the outcome given the context and a
set of explanations (Tuned in Fig 1), then use pos-
terior regularization to enforce mutual exclusion
between plausible and implausible explanations
(LiPoR in Fig 1). We show how to impose this
relation with a simple distributional constraint on
the posterior of the model.

We empirically evaluate LiPoR on a diverse set
of abductive reasoning datasets. Specifically, we
consider four datasets under the abductive reason-
ing framework: aNLI (Bhagavatula et al., 2019),
Sen-Making (Wang et al., 2019), §-NLI (Rudinger
et al., 2020), and WinoWhy (Zhang et al., 2020).
Results show that LiPoR consistently outperforms
pretrained language models directly applied in a
zero-shot manner and is comparable to different
variants of a state-of-the-art knowledge-augmented

zero-shot method (Ma et al., 2021). As human-
written explanation candidates are not always avail-
able during fine-tuning, we further evaluate Li-
PoR on the explanation candidates generated via
prompting (Brown et al., 2020). We show that,
even though automatically generated explanations
are noisy, LiPoR can still leverage them and out-
perform strong zero-shot models including GPT3.

2 Related Work

Zero-shot commonsense reasoning. We catego-
rize zero-shot approaches for commonsense reason-
ing into two groups. The first group uses pretrained
language models as a source of world knowledge.
Shwartz et al. (2020); Zhou et al. (2021a) query the
language models with information seeking ques-
tions to identify background knowledge relevant
to specific examples, and the answers returned by
the models are later used as additional informa-
tion for producing the final outputs. Dou and Peng
(2022) convert multiple-choice QA to cloze-style
sentences and have the language models score dif-
ferent answers. Qin et al. (2020) proposed a decod-
ing algorithm that generates free-form explanations
by considering the future contexts through back-
propagation. Our approach also uses pretrained
language models as a source of knowledge, but
we perform additional maximum likelihood fine-
tuning to fit the abductive task data.

The second group leverages external knowl-
edge bases (KBs). Bosselut et al. (2021) leverage
COMET (Bosselut et al., 2019), a dynamic knowl-
edge graph, to generate a chain of commonsense in-
ferences based on contexts of QA examples, which
can be treated as explanations. Banerjee and Baral
(2020); Ma et al. (2021) pretrain language models
on artificial question answering (QA) datasets, cre-
ated from knowledge graphs; a system trained on
such datasets can directly perform zero-shot QA.
Huang et al. (2021) formulate multiple-choice QA
as natural language inference (NLI) and leverage
both existing NLI datasets and KBs to identify an-
swer choices in a zero-shot manner.

Relation to deductive reasoning. Both abduc-
tion and deduction have intermediate explanations.
Abductive reasoning infers the most likely expla-
nation from outcomes. In contrast, deductive rea-
soning infers a conclusion given a complete set of
premises. However, outcomes are often not a direct
result of premises but come from a chain of reason-
ing over intermediate explanations. Identifying and
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providing the correct chain of reasoning is crucial
to building trustworthy systems.

Within the realm of deduction there are sev-
eral different approaches that utilize neural models.
Bostrom et al. (2021) develop a pipeline to automat-
ically construct training examples from Wikipedia,
so that a system trained on such data is able to gen-
erate deductive inferences from natural language
inputs without direct human supervision. Arab-
shahi et al. (2021) present a neuro-symbolic the-
orem prover that extracts intermediate reasoning
steps for understanding conversations. Rajani et al.
(2019); Tafjord et al. (2021); Nye et al. (2022); Wei
et al. (2022b) collect human annotated explanations
for training interpretable systems which first gener-
ate intermediate explanations and then produce the
final task outputs.

Explanations as latent variables. Modeling in-
termediate explanations as latent variables is a com-
mon approach, although training and inference de-
tails differ. Here we consider representative works
in NLP. Zhou et al. (2020) apply a latent vari-
able model to language understanding and train the
model with variational expectation maximization.
Their method can generate free-form explanations
but requires a small set of labeled examples for su-
pervision. Zhou et al. (2021b) apply such a model
to probe dialogue generation in a zero-shot manner.
Vig et al. (2020) apply a latent variable model to
analyze gender bias in large pretrained language
models by viewing the behaviors of neurons as un-
observed explanations. Lei et al. (2016); Vafa et al.
(2021) apply such a model to identify rationales
for sequence classification/generation, where ratio-
nales are a minimal subset of inputs or previous
words that can lead to the same predictions. Li-
PoR is a training scheme developed for learning
such latent-variable models for abductive reason-
ing, which has a unique challenge of identifying
multiple plausible explanations.

3 Abductive Reasoning

We consider four datasets that test abductive rea-
soning skills. While abduction can be difficult to
pinpoint, we select datasets that obey the following
criteria: there is a need for differentiating plausible
explanations from implausible explanations, there
is an observed outcome, and the outcome depends
on intermediate explanations. Based on these crite-
ria, we use aNLI (Bhagavatula et al., 2019), Sen-
Making (Wang et al., 2019), 6-NLI (Rudinger et al.,

x: it was a very hot summer day

{he decided to run in the heat, he

drank a glass of ice cold water}

y: he felt much better

z: {arestaurant does not have doctors
or medical treatment, a restaurant is
usually too noisy for a patient, there
are different types of restaurants in
the city}

y: it is not true that he was sent to a
restaurant for treatment

x: four people and a child walking in
the street

z: {people from all over the world are
gathered in the area, the people buy
cotton candy from a booth, the fam-
ily is the only humans in the area, the
family is walking their dog}

y: the family is enjoying the world’s fair

: the fish ate the worm, it was hungry

{hungry staff tend to eat, worm is

one being eaten, the worm is a com-

mon name for a variety of fish

y: therefore, it refers to the fish

aNLI

N

Sen-Making

0-NLI

8

WinoWhy

N

Table 1: Examples conversions from different datasets.
Every dataset comes with candidate explanations
(shown in the pink cells), and only a subset of them
are plausible explanations (shown in boldface). We set
x in Sen-Making dataset to empty.

2020), and WinoWhy (Zhang et al., 2020) as our
target datasets.

To convert each to the abduction format, we first
identify a context x, which sets a scope for candi-
date explanations Z, as well as an outcome y. The
outcome could either be an event caused by z or
a conclusion reached by z. Importantly, we differ-
entiate explanation candidates Z as ones that are
consistent with z, from plausible explanations that
are consistent with both z and y. A central assump-
tion is that training abductive reasoning systems
with the candidate set introduces less noise and
subjectivity than directly supervising the systems
with plausibility annotations.

Example conversions of each dataset are shown
in Table 1. Because aNLI is designed as an abduc-
tion task, the conversion is straightforward. Sen-
Making is a benchmark that tests if a system can
identify the reason why a statement is against com-
mon sense. In this case, a context is not required.
We turn the nonsensical statement into a negative
sentence, which becomes y. Then the original an-
swer choices become z. §-NLI is a defeasible in-
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ference task, which requires deciding whether new
evidence has strengthened or weakened the original
hypothesis. J-NLI is made of extensions to three
existing inference datasets: SNLI (Bowman et al.,
2015), ATOMIC (Sap et al., 2019), and SOCIAL-
CHEM-101 (Forbes et al., 2020); each of them will
be referred to as 6-N for brevity, where N can be
replaced by a dataset name. We map premises and
hypotheses to contexts and outcomes, respectively.
We then turn updates that strengthen a hypothe-
sis into a plausible explanation and updates that
weaken a hypothesis into an implausible explana-
tion. WinoWhy is a follow-up task for Winograd
Schema Challenge (WSC) (Levesque et al., 2012):
Given the pronoun coreference resolution question
and the answer from a WSC example, WinoWhy
seeks to select all plausible reasons for why the
pronoun is resolved to the answer. We thus turn the
question of the WSC example into a context x and
the answer into a declarative sentence y.

Notably these datasets differ in the number of
plausible explanations, which we denote by a value
m > 1. In aNLI and Sen-Making, m is fixed to 1
for all examples. However, in -NLI and WinoWhy,
m is variable, and we assume that half of expla-
nations are plausible. However these explanations
are discrete; an explanation is either plausible or
implausible. A successful unsupervised system
should assign high probabilities to plausible expla-
nations and low probabilities to implausible expla-
nations. This discreteness is encoded into some of
the tasks directly. For example, Bhagavatula et al.
(2019); Zhang et al. (2020) instruct the annotators
to make minimal possible changes to plausible ex-
planations to produce implausible explanations, so
that a system would fail if it predicts explanations
based on superficial lexical features.

4 LiPoR

We now describe LiPoR, a method to adapt pre-
trained language models to incorporate mutual ex-
clusivity between explanations. As we have seen,
an abductive reasoning example consists of a con-
text x, an observed outcome ¥, and an unobserved
explanation z € Z, which, together with x, has led
to y. Importantly, the candidate set of explanations
Z is given during training but the plausibility of
each explanation is not.! The goal of abductive

"While manually collecting Z can be expensive, we also

show that Z can be also be obtained cheaply via language
model prompting in Sec. 7.

reasoning is to produce a distribution over explana-
tions z, defined by p(z|x, y). We are interested in
modeling the joint distribution p(y, z|z), which is
factored as follows:

p(y, z|z) = p(ylz, 2)p(|z) ¢))

Given Eq 1, the posterior distribution can be
obtained via the Bayes’ rule,

p(ylz, x)p(z|z)

. 2
) @)

p(zlz,y) =
Because z itself does not provide further informa-
tion for z, we set p(z|x) to be a uniform distribu-
tion. Therefore, we only parameterize p(y|z, z).

4.1 Baseline: Fine-tuning via Max-marginal
Likelihood

We note that any off-the-shelf pretrained language
model can be applied to evaluate p(z|z,y) for an
abductive reasoning task in a zero-shot fashion. To
adapt the pretrained model to a specific task dis-
tribution without plausibility annotations, we max-
imize the following marginal likelihood function
L(+) with respect to parameters 6 for all examples:

L) =1og ¥ polylz, )p(zlz). 3
z€Z

Maximizing the marginal likelihood encourages
the model to prefer explanations that assign the out-
come high probability. Mechanically, the marginal
likelihood requires computing the probability of
the outcome given every explanation in the set Z.
Training then gives credit (gradient) to explana-
tions that assign high probability to the outcome,
encouraging the model to prefer explanations that
explain the outcome. We parameterize p(y|z, 2)
by 6, a language model, that takes “z [SEP] z” as
input and returns a probability distribution over
y. By optimizing this objective, we find 6 under
which p(y|z) has a high likelihood, thus shifting
the pretrained model to the new task-specific distri-
bution. Furthermore, this objective does not require
plausibility annotations for explanations.

4.2 Incorporating Mutual Exclusivity

The goal of abductive reasoning is to separate out
plausible and implausible explanations. However,
we note that £(0) itself only maximizes p(y|x).
In practice, this does not require the model to
learn any distinctions between explanations, and
we observe that in practice the approach learns
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Figure 2: Entropy of p(z|z,y) on aNLI at different
training steps. The orange line and the blue line repre-
sent with and without PR, respectively. Without PR the
model never learns to distinguish between explanations.

0.0
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1.0

0.0
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Figure 3: Visualization of Q(-) for |Z] = 3 and m = 2.
The lighter colors correspond to larger values. This con-
straint penalizes models that select too many plausible
explanations.

to treat them all as plausible. The blue line in
Fig 2 shows the entropy of p(z|z,y) on the aNLI
dataset when fine-tuning a model with £(0). We
note that a uniform distribution of two categories
has approximately an entropy of 0.6931, the upper
bound on the entropy of p(z|x, y) for the aNLI ex-
amples. Fine-tuning via max-marginal likelihood
alone yields an entropy close to the upper bound,
meaning the model believes that different z explain
y equally well.

To impose the mutual exclusivity among expla-
nations, we apply posterior regularization (PR),
which places soft constraints on posterior distribu-
tions (Ganchev et al., 2010). The posterior regular-
ized likelihood shows as follows:

Lpr(0) = L(0) — AQpe(2]z,9)). @)

To enforce a model to prefer specific explanations
over the others, we choose {2 : RIZl 5 R to be the

following function, proposed in Chen et al. (2020):

Q(p(zl|z,y)) = max(H (pe(z|z,y)), In(m)) (5)

H(-) is the entropy function. In Fig. 3, we plot
Q(-) when |Z| = 3 and m = 2, which shows that
distributions with a non-zero probability for the
third explanation have larger 2 values. €2(-) thus
penalizes a posterior distribution that has an en-
tropy higher than In(m), which sets an upper bound
at the entropy of a distribution whose probability
mass collapses to m categories. When m = 1, (+)
reduces to

Q(]?(Z’xay)) :H(p9(2’|.’13,y)) (6)

The orange line in Fig. 2 shows that incorporating
() enables the model to differentiate between dif-
ferent explanations. Notice that, except for m = 1,
there is no guarantee that (-) penalizes all distri-
butions that have probability mass in more than m
categories, but we will empirically justify that Q(-)
eliminates undesired posterior distributions.

S Experimental Setup

Metrics. Accuracy is used to evaluate a system’s
predictive power. For datasets with m = 1, ac-
curacy is computed with regards to each example
(i.e., whether the plausible explanation has been
identified for each example). Otherwise, to stay
consistent with evaluation in prior works, we com-
pute accuracy with regards to each explanation (i.e.,
whether the plausibility of each explanation is cor-
rectly predicted). Therefore, more weight will be
given to the instances that have larger | Z| (within
a single dataset, the variance of | Z| for different
examples is very small).

Baselines. We consider three groups of baselines:
(1) methods that do not rely on plausibility anno-
tations (shown as w/o annotations), (2) pretrained
language models fine-tuned with plausibility anno-
tations (shown as w/ annotations), and (3) methods
that incorporate external knowledge bases (shown
as “w/ KBs”). For (1), we first consider previous
best published results achieved by a RoBERTa-
large model for aNLI (Ma et al., 2021), by a BERT
model for Sen-Making (Wang et al., 2019), and
a GPT-small model for WinoWhy (Zhang et al.,
2020) (all abbreviated as Prev. Best). Addition-
ally, we use GPT-Neo (Black et al., 2021), GPT3
(text-davinci-002) (Brown et al., 2020), and the
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oNLI Sen-Making J§-ATOMIC §-SNLI §-SOCIAL  WinoWhy

Previous Best 65.50 45.60 - - - 56.37

ZS GPT-NEO 57.47 29.80 47.53 45.38 51.69 59.13

w/o annofations ZS GPT3 67.54 43.00 50.73 49.69 49.22 50.99
ZS BART 50.96 47.80 59.05 55.12 52.58 45.69

Tuned BART 57.40 63.50 67.49 64.76 53.88 55.32

LiPoR 71.56 65.50 76.82 65.26 57.19 69.88

w/ annotations RoBERTa 85.60 93.10 78.30 81.60 86.20 75.04
KDDC-ATOMIC (N) 70.80 51.00 75.90 69.83 64.49 42.44

KDDC-CWWYV (N) 70.00 45.70 62.48 63.24 62.90 40.45

w/ KB KDDC-CSKG (N) 70.50 49.60 72.20 69.93 63.80 44.05
QNLI-ATOMIC (N) - - - - - 73.47

Previous Best (Y) 87.30 95.00 - - - 87.55

Table 2: Accuracy for identifying plausible explanations using methods with and without plausibility annotations.
On each dataset, we boldface the best result within the methods without annotations. Suffix (Y) / (N) denotes
whether a knowledge-augmented method use (Y) or not use (N) annotations, respectively.

BART-large model (Lewis et al., 2020) to directly
score = [SEP] z [SEP] y for each z in a zero-shot
(ZS) manner. We threshold the outputs of these
models in the same way as done in our method to
choose the plausible explanations. Finally, we con-
sider BART fine-tuned with Eq. 3 (Tuned BART)
as a baseline to better understand the role of pos-
terior regularization. For (2), a RoOBERTa-large
model (Liu et al., 2019) is fine-tuned with plausibil-
ity annotations (abbreviated as RoOBERTa). For this
baseline, we refer to the best result in the literature:
Ma et al. (2021) for aNLI, Wang et al. (2020) for
Sen-Making, Rudinger et al. (2020) for §-NLI, and
Zhang et al. (2020) for WinoWhy. For (3), we run
different variants of Knowledge-driven Data Con-
struction (abbreviated as KDDC) (Ma et al., 2021),
a method that leverages external knolwedge but not
plausibility annotations. We note that KDDC is
designed to predict a single correct answer with
argmax. To handle the datasets that have more than
one correct answers, we modify KDDC to choose
the answers that have scores higher than the median.
We also include Knowledge-Enabled Natural Lan-
guage Inference (Huang et al., 2021) that is first su-
pervised on QNLI (Wang et al., 2018) and then in-
corporate ATOMIC at inference time for WinoWhy
(abbreviated as QNLI-ATOMIC). For models that
use both external knowledge and plausibility anno-
tations, we take RAINBOW (Raina et al., 2005) for
aNLI, ECNU-SenseMaker (Zhao et al., 2020) for
Sen-Making, and RoBERTa-Grande (Zhang et al.,
2020) for WinoWhy.

Prompt for plausible explanations: Provide a brief expla-
nation for why it is not sensible that y

Prompt for implausible explanations: Provide a brief ex-
planation for why y

y: He poured orange juice on his cereal.

In: Provide a brief explanation for why it is not sensible
that he poured orange juice on his cereal.

Out: It is not sensible because orange juice does not go
well with cereal.

In: Provide a brief explanation for why he poured orange
Jjuice on his cereal

Out: He wanted to eat a healthy breakfast.

Figure 4: Prompts for producing competing explana-
tions, followed by an example generation.

Implementation & Hyperparameters. We
choose a BART-large model (Lewis et al., 2020)
to be #. We train the model with the Hugging
Face Transformers framework (Wolf et al., 2020).
We perform grid search with learning rates {1e-6,
3e-6, S5e-6, le-5}, batch sizes {2,4,8,16}, and A
{1e-2,1e-1,1,10}. We train 50 epochs for WinoWhy
and 10 epochs for all other datasets. We perform
evaluation on dev sets every 500 steps. We choose
the checkpoint whose posterior distributions have
the lowest average entropy on dev sets to run tests
if the entropy starts to diverge during training. If
the entropy converges, we choose the checkpoint
at the end of training.

Because there are not train/dev/test sets for
WinoWhy, to perform a direct comparison with
other methods, we do not split the dataset our-
selves and simply train models on all of the data
and choose the checkpoint based on loss values.
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Automatic Candidate Generation LiPoR as-
sumes access to a candidate explanation set Z
during training with human-written explanations.
However, we may also want to use the model in
domains without a candidate set. We consider a
variant that uses a noisy automatic candidate gener-
ation process. In this setting, set Z will contain a
set of explanations with no guarantee that any are
plausible.

To generate Z we utilize language model
prompting with GPT3 (text-davinci-002) (Brown
et al., 2020). Using prompt templates inspired by
the instructions given to human annotators, we have
the model generate explanations. We show exam-
ple prompts for the Sen-Making dataset in Fig. 4.
For datasets with fewer than 1000 unique contexts
x (i.e., 6-NLI and Winowhy), we generate one plau-
sible explanation and one implausible explanation
for every x. For the other datasets, we randomly
sample 1000 unique contexts and otherwise stay
the same. We release the prompts as well as the
generated explanations for every dataset in the sup-
plementary materials.

In this setting, LiPoR uses a lower PR penalty
A = 0.1. We additionally consider two more base-
lines. First, we score the most plausible explanation
with the prompt as a prefix (denoted as Prompted
GPT3). Secondly, we supervise RoOBERTa-large
with the generated explanations.

6 Results

‘We summarize the results in Table 2. First of all,
LiPoR produces the best results compared to all
other methods without plausibility annotations, in-
cluding GPT3 which has many more parameters
and is pretrained on more data. We note that LiPoR
consistently outperforms Tuned BART, suggest-
ing that posterior regularization plays a positive
role in selecting plausible explanations. Compared
to knowledge-augmented methods without plausi-
bility annotations, LiPoR is able to produce bet-
ter results on aNLI, Sen-Making, and §-ATOMIC.
We note that §-NLI is in part created from knowl-
edge bases, and therefore KDDC-* is particularly
good at )-ATOMIC, §-SNLI, and 6-SOCIAL, but
fail on WinoWhy and Sen-Making. Additionally,
QNLI-ATOMIC outperforms LiPoR by 4 points on
Winowhy, but this improvement is expected given
how much related task data it was pretrained on.
Finally, LiPoR still cannot match the performance
of RoBERTa trained with plausibility annotations.

In Table 4, we show the confusion matrices for
comparing among ZS BART, Tuned BART, and Li-
PoR on the aNLI test set. Tuned BART and LiPoR
make the same predictions on a majority of exam-
ples, and on the instances they disagree, LiPoR is
able to correctly identify plausible explanations on
twice as many examples. We also observe a similar
trend for ZS BART and Tuned BART.

Fine-tuning with Generated Explanations Ta-
ble 3 compares LiPoR fine-tuned with generated
explanation candidates to the best performing meth-
ods without plausibility annotations. Even with
noisy candidate sets, LiPoR is still able to leverage
such data. It outperforms zero-shot GPT3 methods
and improves over Prompted GPT3. Additionally,
LiPoR is more robust than RoOBERTa trained with
plausibility annotations when such annotations are
noisy. Therefore, even though the generated ex-
planations by themselves correlate weakly with
plausibility, they can be used in LiPoR.

7 Analysis

Preserving Plausible Candidates Models
trained to prefer single plausible explanations
can become overconfident in their predictions.
A major benefit of LiPoR is that it considers
multiple plausible candidates. While LiPoR is
fine-tuned to favor mutual exclusivity, we find
that at test time it remains able to score multiple
plausible explanations highly. Table 5 presents two
examples in which both explanations are plausible.
The RoBERTa model trained with plausibility
annotations produces posterior distributions that
collapse to one explanation. However, LiPoR can
assign significant probability to both explanations.

Qualitative Comparison Table 6 presents a num-
ber of examples accompanied with the predictions
made by fine-tuning via max-marginal likelihood
(-PR) and LiPoR (+PR) side by side. The two ex-
amples on the top are among the more difficult
abduction examples: the first example requires a
model to draw a connection between abstract con-
cepts and concrete objects (“what you love” —
“taking long warm showers”); the second example
requires a model to figure out an inclusion relation
(Nepal is a country in Asia). We italicize the words
that co-occur across x, z and y, and we speculate
that fine-tuning chooses the wrong explanations be-
cause of lexical overlap shortcuts. LiPoR, however,
was able to correctly flip these predictions with
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aNLI  Sen-Making J-ATOMIC 46-SNLI  §-SOCIAL  Winowhy
ZS GPT3 67.54 43.00 50.73 49.69 49.22 50.99
Prompted GPT3  49.19 53.80 48.23 51.26 50.86 58.10
LiPoR 57.50 61.50 67.60 64.40 55.40 58.67
RoBERTa (Y) 53.71 61.30 62.74 57.81 51.78 42.13

Table 3: Comparing LiPoR to several baselines on automatically generated explanation candidate sets. (Y) indicates

that a method uses plausibility annotations.

Tuned Tuned X LiPoR LiPoR X
A 1140 419 Tuned 1449 309
ZS X 618 882 Tuned X 767 534

Table 4: Left: Comparison between ZS BART and
Tuned BART on aNLI. Right: Comparison between
Tuned BART and LiPoR. {*} v and {*} X denote the
number of instances for which plausible explanations
are correctly / incorrectly identified by {*}, respectively.

Example Y N
z: Sally went to Italy in the spring.

Sally took a lot of pictures when she went  71.7 50.0
.- sightseeing.
" Sally took pictures at every place she 28.3 50.0
visited.
y: When she got home, Sally showed her
pictures to all her friends.
" z: Mike didn’t study foratest.
- Mike was normally a good student. 100 50.0
* Everyone in class failed the test except 0 50.0

for Mike.

y: The teacher was very disappointed.

? LiPoR assigns close probabilities to the indistinguish-
ably likely explanations, while the supervised model
collapses to one of the explanations.

Table 5: Comparison between posterior probabilities
for each explanation produced by a RoBERTa model
trained with plausibility annotations (Y) and LiPoR (N)
on individual test examples, respectively.

high confidence.

The two examples on the bottom are those for
which Tuned BART fails to identify the plausible
explanation because one explanation is short and
the other is long. Again, LiPoR is able to correct
these mistakes. Furthermore, the probability pro-
duced by LiPoR for each explanation also reflects
the model’s confidence to a certain degree. In the
first example, “we met a golden retriever puppy
and he played with us” is a much better explana-
tion than “we were rained on,” because one does
not need to go to a park to experience rain. As
a result, the difference between probabilities for
the two explanations is 92.2%. For the second ex-
ample, “we had an amazing time” could refer to

Example -PR  +PR
x: Ilove taking long warm showers.
o Showers make me sleepy. 503 6.0
* Doing what you love is important. 49.7 94.0
y: That’s why I take two of them every day.
"z Neil wanted to see the mountains of Asia.
.- Neil booked a tripped online. 475 64.0
" Neil took a trip to see the Rocky moun- 52.5 36.0

tains instead.

y: Neil loved being so close to the moun-
tains in Nepal!

) Fine-tuning (-PR) looks at superficial word co-
occurrences, but LiPoR (+PR) tries to understand the
true context.

Example -PR  +PR
x: We went to the park today.
. We were rained on! 535 39
* We meta golden retriever puppy and 46.5 96.1
he played with us.
y: Ilove going to the park!
x: Before my lunch time I got a phone call.
- My best friend wanted to go on a trip. 50.5 40.9
" My best friend wanted to try a new 49.5 59.1
restaurant for lunch.
y: We had an amazing time!
) LiPoR (+PR) is able to correct the bias towards shorter

explanations.

Table 6: Comparison between posterior probabilities
for each explanation produced by fine-tuning (-PR) and
LiPoR (+PR) on individual test examples, respectively.
The two tables consist of examples where LiPoR suc-
cessfully corrects the mistakes made by fine-tuning. The
plausible explanation labeled by human annotators are
in boldface.

both trying out a new restaurant and going on a
trip. The phone call was received before lunch
time makes the second explanation more likely, but
the first explanation can still be what actually hap-
pened. As a result, LiPoR assigns 40.9% to the
“trip” explanation and 59.1% to the “restaurant” ex-
planation, leading to a smaller gap than that of the
first example.

14890



8 Conclusion

We introduce LiPoR, which fine-tunes pretrained
language models on abductive reasoning tasks with-
out plausibility annotations. Results shows that Li-
PoR achieves comparable performance to that of
knowledge-augmented zero-shot methods.

Ethical Statement

LiPoR shares similar concerns with other contem-
porary approaches for performing commonsense
reasoning. Specifically, because LiPoR exploits
the knowledge already present in pretrained lan-
guage models, it can potentially reinforce existing
harmful biases in such models.
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A Additional Experiments

How do models with different architectures
and sizes perform at abductive reasoning? Ta-
ble 7 summarizes the results on the aNLI dataset
with different model architectures and model sizes,
which are obtained from the same grid search de-
scribed in Sec. 5. Within the same architecture,
models with more parameters are better at abduc-
tive reasoning. When comparing between BART
and TS, BART can produce consistent better results
at each size.

Does a learnable p(z|z) model lead to better
performance? Here we test if a learnable p(z|z)
model instead of a uniform p(z|x) model leads to
better performance. We should note that a learnable
p(z|2z) model may result in reasoning shortcuts: be-
cause if the signal from p(z|z) is too strong, then
this term will dominate Eq. 2; thus, p(z|z, y) com-
puted in this way is no longer a result of thinking
backwards. We parametrize the learnable p(z|x)
model by a BART-large model, which takes x as
an input and returns a probability distribution over
all sequences. Table 8 shows the comparison be-
tween the two p(z|z) models on the «NLI dataset.
Although the uniform p(z|z) model outperforms
the learnable p(z|z) model, the difference between
them is not significant.

How do methods without plausibility annota-
tions perform in presence of distractors? In
order to test the robustness of different methods
without plausibility annotations, we evaluate them
on two types of distractors added to the aNLI test
set. The first type of distractor randomly samples
a third explanation from another example, and the
second type of distractor constructs a third expla-
nation with randomly sampled words from the vo-
cabulary of the aNLI dataset with a length that
falls in-between the lengths of the two original ex-
planations. Table 8 compares the results with and
without the distractors. Notice that after adding
a third option, the chance of getting the plausible
explanation with a random guess is % LiPoR’s
accuracy drops significantly with the presence of
distrators, while the relative decrease for GPT NEO
is smaller. Furthermore, the zero-shot results (i.e.,
ZS and GPT NEO) suggest that it is more difficult
to identify the first type of distractor than the sec-
ond one. Our interpretation for a worse performing
LiPoR’s on distractors is that the distrators break
our assumption: p(z|z) is no longer uniform, and

BART T5
small - 54.14
base 60.08 57.31
large  71.56 65.48

Table 7: Comparison between different model architec-
tures and model sizes on the aNLI dataset.

Original +Rand. E’s +Rand. W’s
GPT NEO 57.47 51.12 57.37
ZS 50.96 34.39 38.22
LL 57.40 53.48 53.52
LiPoR w/ unif. p(z|z) 71.56 58.58 57.40
LiPoR w/ learned p(z|z) 69.92 59.14 59.24

Table 8: Comparison between different unsupervised
approaches on the aNLI test set. +Rand. E’s is adding
a random explanation taken from another example.
+Rand. W’s is adding random words from the vocab-
ulary of aNLI whose length is between the lengths of
two original explanations. Best results for each setting
is in boldface.

the probability of a distracting explanation is in-
dependent of the probability of x. Therefore, the
original factorization in Eq. 1 no longer applies.
To build an unsupervised system that is robust to
distractors requires incorporating the new assump-
tions in the data generating process.
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