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Abstract

Multilingual Machine Translation promises
to improve translation quality between
non-English languages. This is advantageous
for several reasons, namely lower latency
(no need to translate twice), and reduced
error cascades (e.g., avoiding losing gender
and formality information when translating
through English). On the downside, adding
more languages reduces model capacity per
language, which is usually countered by
increasing the overall model size, making
training harder and inference slower. In
this work, we introduce Language-Specific
Transformer Layers (LSLs), which allow us
to increase model capacity, while keeping the
amount of computation and the number of
parameters used in the forward pass constant.
The key idea is to have some layers of the
encoder be source or target language-specific,
while keeping the remaining layers shared. We
study the best way to place these layers using
a neural architecture search inspired approach,
and achieve an improvement of 1.3 CHRF (1.5
SPBLEU) points over not using LSLs on a
separate decoder architecture, and 1.9 CHRF
(2.2 SPBLEU) on a shared decoder one.

1 Introduction

Multilingual Neural Machine Translation (MNMT)
has received much attention from the Machine
Translation community in recent years (Johnson
et al., 2017; Aharoni et al., 2019; Freitag and Firat,
2020; Zhang et al., 2020; Fan et al., 2021; Yang
et al., 2021; Tran et al., 2021). This interest is based
on the many advantages it provides:

Scalability Instead of having one model per lan-
guage pair, a single model suffices, significantly
reducing maintenance efforts as well as the com-
bined model size across all languages.

Inference Speed and Less Error Cascading
Due to the availability of data, most production sys-

tems are English-centric, meaning translation be-
tween two non-English languages naïvely involves
translating twice (i.e. pivoting), once to English,
and once from English. This approach increases
latency and contributes to error cascades, since the
translation to or from English usually implies in-
formation loss, e.g. missing gender or formality
distinctions that do not exist similarly in English.

Low-Resource Improvements Having a single
model capable of handling multiple languages,
means it can generalize across language boundaries
and utilize characteristics of closely related trans-
lation directions to improve the translation quality
for low-resource language-pairs (i.e. knowledge
transfer). Although achieving good zero-shot trans-
lation quality remains a challenging task, MNMT
has been shown to help (Johnson et al., 2017).

Despite the above advantages, training high quality
multilingual models is a challenging task: as more
languages are added, the more they compete for the
model’s parameters (Sachan and Neubig, 2018). A
common solution is to increase the model size, but
blindly doing so comes with its own troubles, as
training becomes harder, inference slower, and the
storage requirements increase, which makes them
challenging to deploy to portable devices.

In this work, our goal is to increase the model
capacity per language pair, while at the same time,
letting the model share knowledge between lan-
guages, and without increasing the inference cost.
To this end, and combined with the observation
from Kudugunta et al. (2019) that the translation
process in Transformer models starts in the top
encoder layers, we propose an architecture with
shared and language-specific weights. Figure 2
shows one such architecture, where layers 3 and 41

are source language-specific, layers 13, 14, and 15
are target language-specific, the remaining layers
are shared across all languages, and the decoder is

1Throughout the paper, we use layer indices starting at 1.
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(b) Language-Specific Transformer Encoder Layer.

Figure 1: Side-by-side comparison of the regular Transformer Encoder Layer (a) and our Language-Specific
Transformer Encoder Layer (b). For the Language-Specific Transformer Encoder Layer, an indexing language is
provided which routes whole sentences to the appropriate weights (here Portuguese ).

 

 

 

 

 

Figure 2: Best-performing separate decoder architecture
using LSLs, found using our architecture search method.
Layers 3 and 4 are indexed by the source language and
layers 13, 14, and 15 are indexed by the target language.
The indices start at 1 on the bottom of the encoder.

also target language-specific. For the non-shared
layers, we propose using Language-Specific Trans-
former Layers (LSLs), illustrated in Figure 1b.
Quite simply, LSLs are a combination (i.e., a dic-
tionary) of regular Transformer layers (Figure 1a),
where the sub-layer used depends on the chosen
language. We consider two cases: source-indexed
LSLs, and target-indexed LSLs, distinguished by
whether we use the source or the target language to
select the appropriate sub-layer.

The main contributions of this work are:

1. We propose a way to increase the model ca-
pacity per language, without changing the in-
ference speed.

2. We show that the model benefits from hav-
ing both language-specific and shared com-

ponents, as well as from having source and
target language-specific components.

3. We propose a technique to aid in learning the
best architecture, rather than relying purely on
manual trial-and-error.

2 Related Work

There exists a vast literature investigating param-
eter sharing mechanisms for MNMT. Particularly
relevant is the shared-encoder, separate-decoder ar-
chitecture proposed by Dong et al. (2015) which
we use as the base for some of our experiments.

Several works analyze which weights should
be shared between languages (Sachan and Neu-
big, 2018; Blackwood et al., 2018; Platanios et al.,
2018; Zhu et al., 2020; Wang et al., 2019, 2018).
Regardless, most closely related to the presented
work are the studies by Zhang et al. (2021) and
Purason and Tättar (2022). Zhang et al. (2021) pro-
pose adding Conditional Language-Specific Rout-
ing (CLSR) layers inside the encoder and decoder
Transformer layers. They learn to mix between
language-specific and shared weights, and do this
on a word by word basis. Our approach does not
use learned routing but uses the same components
for the whole sentence per language-pair, instead
of computing a mixed representation. We also do
not add extra parameters to the layer, meaning we
have the same inference time complexity as regular
Transformer layers. The approach in Purason and
Tättar (2022) is similar to ours in the sense that they
use language-specific Transformer layers on the en-
coder side, and also look into sharing weights on a
language-family basis. In contrast to our approach,
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they focus on source-indexed language-specific lay-
ers, while we investigate selecting the layers based
on the source or the target language. Besides, we
propose a systematic method for deciding which
layers to share, and which to be language specific.

Connection to Adapter Layers Adapter Layers
(Houlsby et al., 2019; Bapna and Firat, 2019; He
et al., 2022) are a lightweight technique to fine-
tune a pre-trained encoder model by injecting task-
specific sub-modules into the existing architecture.
In contrast, LSLs are designed to be trained from
scratch, and replace shared by language-specific
components, rather than adding new ones, keeping
the overall computational costs constant.

Connection to Mixture-of-Experts LSLs en-
able the introduction of source- and target-specific
parameters in the encoder and increase the model
capacity, while at the same time keeping the in-
ference cost and effective parameter count for the
forward-pass constant (see Figure 1). As such,
they are similar in nature to sparsely activated
mixture-of-experts layers (MOEs, Shazeer et al.,
2017; Roller et al., 2021; Lepikhin et al., 2021) but
with the important differences that 1) there is no
need for learning a balanced routing module; 2)
sub-layer utilization is enforced by design, which
tends to be a problem for MOE layers (Dua et al.,
2022); and 3) sentences are always routed to the
same conditional compute based on the indexing-
language, enabling smaller binaries for on-device
downloading of model weights as well as consec-
utive downloads to extend the on-device capabil-
ities to new languages. In fact, Kudugunta et al.
(2021) have shown that the final encoder MOE lay-
ers also learn target language-specific utilization
where a subset of experts is used when translat-
ing e.g. X→EN. However, since it is commonly
not strictly enforced, downloading all experts is re-
quired, increasing the download size for end users.

3 Methods

In this section we describe our proposed Language-
Specific Transformer Layer, as well as a way to
select whether to use shared or language-specific
weights for each layer.

3.1 Language-Specific Transformer Layer

The idea of LSLs is simple: instead of sharing
the same parameters across all languages, have the
weights for the layer be language-specific as illus-

trated in Figure 1. LSLs are composed of one
“regular” Transformer encoder layer per language.
The input is routed to the appropriate sub-layer de-
pending on the source or target language, and at
any time only one of the sub-layers is used. Simply
replacing all layers in the Transformer with LSLs
would significantly increase the number of parame-
ters, and reduce the sharing between languages. For
example, if all LSLs are indexed by the source (or
target) language it would be identical to a “separate
encoder separate decoder” architecture. Instead, we
propose a mix of LSLs and regular Transformer
layers, which allows the model to learn language-
specific and shared weights. See Figure 2 for one
such architecture. A sample implementation for
FAIRSEQ (Ott et al., 2019) is given in Appendix A.

3.2 Learning the Architecture

Intuitively, we expect the bottom layers of the en-
coder to require more source language knowledge,
while the top ones should already capture target
language information as found by Kudugunta et al.
(2019). This observation motivates using source-
indexed LSLs in the bottom encoder layers, target-
indexed LSLs in the top ones, and keeping the
remaining layers shared as illustrated in Figure 2.
This type of reasoning quickly gets out of hand, as
the number of possible architectures is exponen-
tial in the numbers of layers. To avoid having to
manually select which layers should be shared, and
which should be source- or target-indexed LSLs,
we propose a Neural Architecture Search (Elsken
et al., 2019) inspired approach.

For each layer in the encoder, we learn a shared
layer as well as one LSL, which can be source- and
target-indexed, and 3 scalar mixing weights:

hi = wshared
i · layersharedi (hi−1) +

wsrc
i · LSLi(hi−1, src) + (1)

wtgt
i · LSLi(hi−1, tgt) ,

where hi−1 and hi are the outputs of layers i− 1
and i, respectively, and wshared

i +wsrc
i +wtgt

i = 1.
LSLi(hi−1, src) means we select the LSL weights
by the source language, while LSLi(hi−1, tgt) cor-
responds to using the target weights.

As there is no constraint on the mixing weights,
other than that they sum to 1 and are non-negative2,
the model is incentivized to use all the sub-layers,

2We implement this constraint by applying the softmax
function to the 3 scalar parameters.
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resulting in a huge increase in the number of pa-
rameters. If we have L different languages, then
each layer will have as many parameters as L+ 1
“regular” Transformer layers.3 The amount of com-
putation increases by a factor of 3, as we compute
three intermediate representations: a shared one,
one using the source language sub-layer, and an-
other using the target language sub-layer, which
we then mix according to Equation (1).

To keep the inference time unaffected and the
model size reasonable, only one of the components
should be used, i.e., the mixing weights should
be sparse. In this work, we propose a simple but
effective approach: for each layer, we select the
component with the largest converged weight. For
example, if the largest weight for layer i is wtgt

i ,
then layer i will be a target-indexed LSL. After
selecting the architecture, we train it from scratch.

3.3 Dense Pre-training

Inspired by Dua et al. (2022), we found that initial-
izing all encoder weights (both shared and LSLs)
from a pre-trained architecture consisting only of
“regular” Transformer layers helped achieve better
performance. In our experiments, we copy the pre-
trained weights from the respective layers to the
language-specific modules for initialization. The
pre-trained weights come from our baseline archi-
tectures, shared-encoder models with only “regular”
Transformer Layers. We use the separate decoder
baseline’s weights for the separate decoder mod-
els (e.g., LSL-NAS), and the shared decoder base-
line’s weights for the shared decoder models (e.g.,
LSL-NAS-SD). This procedure has multiple ad-
vantages: 1) It maximizes cross-lingual transfer by
training a general representation across languages
first and minimizes language interference during
fine-tuning; 2) It mitigates under-trained language-
specific components for low-resource languages
as they usually see significantly less data and the
naïve approach of training with higher sampling
temperatures typically degrades performance on
high resource languages (Arivazhagan et al., 2019;
Wang et al., 2020); and 3) it improves convergence
speed for architectures with LSLs.

4 Results

In the following, we will describe our experiments
and discussion regarding the effectiveness of LSLs.

3Plus, of course, the mixing weights, but they amount to
only 3 extra parameters per layer.

4.1 Experimental Setup

Data In our experiments, we focus on the fol-
lowing 10 languages: German (DE), English (EN),
Spanish (ES), French (FR), Italian (IT), Japanese
(JA), Korean (KO), Portuguese (PT), Swahili (SW),
and Chinese (ZH). We collect data for these lan-
guages from the WMT21 news translation task
sources (composed of Europarl v10, ParaCrawl
v7.1, ParaCrawl v8, Common Crawl, News Com-
mentary v16, Wiki Titles v3, UN Parallel Corpus
V1.0, Tilde Rapid, WikiMatrix, Back-translated
news, Japanese-English Subtitle Corpus, The Ky-
oto Free Translation Task Corpus, and TED Talks)
as well as Opus-100 (Zhang et al., 2020), Tatoeba
(Tiedemann, 2012), and CCMatrix (Schwenk et al.,
2021). We deduplicate the data, and preprocess it
using the M2M-100 (Fan et al., 2021) scripts.4 The
final dataset sizes can be seen in Appendix B.

Since CCMatrix is a large yet low quality data
source, we found it helpful to downsample it rel-
ative to the other sources using temperature sam-
pling. For more details, see Appendix B.

Evaluation For evaluation, we use the dev and
devtest splits of the Flores-101 dataset (Goyal
et al., 2022) as our validation and test sets, re-
spectively. Except when stated otherwise, the re-
ported numbers are on the test set. We report
both CHRF (Popović, 2015) and SPBLEU (Goyal
et al., 2022), a SENTENCEPIECE-based BLEU
computed using the Flores-101 tokenizer, with
sacreBLEU5 version 2.3.1. The evaluation sig-
natures are nrefs:1 | case:mixed | eff:no |
tok:flores101 | smooth:exp for SPBLEU, and
nrefs:1 | case:mixed | eff:yes | nc:6 | nw:0
| space:no for CHRF. All our results are from a
single training run of each architecture, and we
perform statistical significance tests using paired
bootstrap resampling (Koehn, 2004). We run the
significance tests for CHRF for all language direc-
tions, using a significance level of 5%. We also
provide COMET scores (Rei et al., 2020)6 for se-
lected models in Appendix G.

Tokenization We use SENTENCEPIECE (Kudo
and Richardson, 2018), with a vocabulary size of
250k, and a character coverage of 0.9995. We bal-
ance the data for SENTENCEPIECE training by ran-

4https://github.com/facebookresearch/fairseq/
tree/main/examples/m2m_100

5https://github.com/mjpost/sacrebleu
6Obtained with wmt20-comet-da from version 1.1.2.

14770

https://github.com/facebookresearch/fairseq/tree/main/examples/m2m_100
https://github.com/facebookresearch/fairseq/tree/main/examples/m2m_100
https://github.com/mjpost/sacrebleu


domly sampling 1.5M sentences per language.

Tagging We found it helpful to make the model
aware of the corpus by training with corpus labels.
Similarly to NLLB Team et al. (2022), we add a tag
(e.g. <HQ> or <LQ>) to the beginning of the source
sentence, so that the model can learn to distinguish
between higher quality (WMT21, Opus-100, and
Tatoeba) and lower quality examples (CCMatrix).
During inference, we always use the high quality
(<HQ>) tag. Additionally, we append source and
target language tags to the end of the sentence.

Architecture In our experiments, we use a deep
encoder, shallow decoder architecture (Kasai et al.,
2021) with 16 encoder layers and 3 decoder layers.
We share token embeddings between the encoder,
decoder, and output layer (Press and Wolf, 2017).
In our experiments we consider two kinds of mod-
els: those with target language-specific decoders,
following Dong et al. (2015), on which we conduct
most of our experiments, and those with a shared
decoder. The encoder is always shared, with the ex-
ception of the LSLs. In the baseline models, the en-
coder consists only of “regular” Transformer Lay-
ers, and so it is fully shared. In this work, we only
consider adding LSLs to the encoder. In prelim-
inary experiments with LSLs in the decoder, our
selection criteria picked target-specific LSLs for
all decoder layers, effectively choosing a separate
decoder architecture. We tried different placements
of the layers in the decoder, but did not achieve
any improvements. We leave a deeper analysis to
future work.

Hyperparameters All experiments are imple-
mented using FAIRSEQ (Ott et al., 2019). We use
ADAM (Kingma and Ba, 2015) for optimization,
due to its robustness (Schmidt et al., 2021) and
popularity, with a learning rate of 0.0004. We train
for 150k steps, by which point our models had con-
verged, with 4000 warm-up steps, and an inverse
square root learning rate scheduler (Vaswani et al.,
2017). Due to the abundance of data, adding regu-
larization in the form of dropout or weight decay
did not help in our initial experiments, so we do
not use any regularization in the remaining experi-
ments. The layer and embedding sizes are 512, the
hidden size of the feed-forward layers is 2048, and
we use 8 attention heads. All models are trained
using fp16 (Ott et al., 2018).
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Figure 3: Converged mixing weights across layers, av-
eraged over 3 runs. The model shows a preference
for source LSLs near the bottom of the encoder, tar-
get LSLs near the top, and shared layers in between.
Shaded regions show the uncertainty.

4.2 Architecture Search

As described in Section 3.2, we train a separate-
decoder model where all encoder layers are a mix
of shared, source, and target weights. This archi-
tecture used a total of 804 million (M) parameters,
and achieved a score of 46.6 CHRF points (27.4 SP-
BLEU), averaged over all language pairs. We plot
the mixing coefficients of the model in Figure 3,
averaged over 3 runs.

We can see clear trends here: the model gives a
higher weight to the source-specific sub-layers near
the bottom of the encoder, while the target-specific
sub-layers get a higher weight near the top. This
is in line with previous studies as lower encoder
layers usually capture low-level information about
the source (Tenney et al., 2019), while the top en-
coder layers are known to already capture target
language information (Kudugunta et al., 2019). In-
terestingly, the mixing coefficients for the shared
weights are relatively stable across layers, making
them dominant for the middle layers of the model.

Taking the argmax of the mixing coefficients,
we select the architecture in Figure 2, where lay-
ers 3 and 4 are source-indexed LSLs7, layers 13,
14, 15 are target-indexed LSLs, and the remaining
layers are “regular” Transformer encoder layers
(Figure 1a). From here onward, we will refer to
this architecture as LSL-NAS. We use the architec-
ture selection method only to select the architecture,
and the selected architecture is trained from scratch
(not pruned) in the upcoming experiments. To

7For these layers there is some uncertainty in the source
weights, but they are the largest weights by a small margin.
Performance is improved by selecting source layers, as can be
attested by comparing to LSL (SRC=∅ & TGT={13, 14, 15}).
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Model CHRF SPBLEU |θ| |θeff|

Separate Decoder Baseline 45.5 26.0 299M 186M
+ hidden dim 640 45.9 26.6 399M 240M
+ hidden dim 704 46.2 26.9 453M 268M
+ hidden dim 768 46.5 27.3 509M 296M

Language Adapters ENC 128 45.8 26.4 321M 207M
Language Adapters ENC 256 45.7 26.3 342M 228M
Language Adapters ENC 512 45.6 26.3 384M 270M

Language Adapters ENC (SRC+TGT) 128 45.7 26.3 321M 207M
Language Adapters ENC (SRC+TGT) 256 46.1 26.7 342M 228M
Language Adapters ENC (SRC+TGT) 512 46.0 26.7 384M 270M

LSL-NAS 46.4 27.2 441M 186M
+ Dense Pre-training 46.8 27.5 441M 186M

LSL (SRC={1, 2} & TGT={15, 16}) 46.3 27.0 413M 186M
LSL (SRC={1, 2, 3} & TGT={14, 15, 16}) 46.2 27.0 470M 186M

LSL (SRC=∅ & TGT={13, 14, 15}) 45.8 26.5 385M 186M
LSL (SRC={3, 4} & TGT=∅) 46.1 26.7 356M 186M

LSL (SRC={13, 14, 15} & TGT={3, 4}) 45.2 25.7 441M 186M

Table 1: Comparison of different separate decoder mod-
els. Although the total number of parameters in the
model |θ| changes by adding more LSLs, the effective
parameter count |θeff| stays consistent for all translation
directions due to sparse language-dependent activations.

simplify the text, we will also use the notation LSL
(SRC={1, 2} & TGT={15, 16}) to refer to an archi-
tecture with source-indexed LSLs in layers 1 and
2, and target-indexed LSLs in layers 15 and 16.

4.3 Learned Architecture Comparison

In Table 1, we compare our baseline separate de-
coder architecture (with a fully shared 16 layer en-
coder) with the learned architecture from the archi-
tecture search (LSL-NAS), and additional variants.
We share CHRF and SPBLEU scores averaged over
all language pairs, as well as the number of total
(|θ|) and effective (|θeff|) parameters used during
inference for each architecture. For the baseline
models, |θ| and |θeff| differ due to the separate de-
coders. For an accurate comparison of CPU and
GPU speed, see Appendix H.

Our learned architecture (LSL-NAS in Table 1)
achieves a 0.9 CHRF (1.2 SPBLEU) improvement
over the baseline, which we can be further in-
creased to 1.3 with dense pre-training, reaching
a total of 46.8 CHRF (27.5 SPBLEU). These im-
provements are statistically significant (p < 0.05)
for all but 6 of the 90 translation directions. In
Table 2, we summarize the averaged results for
translating to and from each language, i.e. X→ DE

is the average CHRF score for translating into Ger-
man from all other languages. For the full results
(per language pair) on the validation and test sets,
see Appendix C. Our approach gives substantial
gains for both high resource languages, such as

English and German, which improve by more than
1 CHRF point, as well as lower resource, such as
Korean, with close to 2 CHRF points improvement
for both directions, or Swahili, which improves by
over 1.5 CHRF points in both directions. Although
the effective number of parameters is the same for
this architecture and our baseline (186M), it can
be argued that this comparison is unfair, since our
model is bigger. To alleviate this concern, and to
show that the gains we achieve are not just due to
the higher parameter count, but rather, the better
way we allocate the extra parameters, we trained
three bigger baselines: with hidden sizes of 640,
704, and 768. As expected, these models also show
an improvement over the original baseline, but even
the biggest model, with a total of 509M parameters
(15% more than ours) and a higher inference cost
than our method, is not able to match our perfor-
mance (only 46.5 CHRF and 27.3 SPBLEU).

Adapters Following Philip et al. (2020), we in-
sert one adapter block after each Transformer layer.
In our experiments, inserting adapters into a pre-
trained model either provided no improvement over
training from scratch or suffered from numerical
instabilities, even after tuning the initialization gain
(Houlsby et al., 2019). For this reason we report
numbers for models trained from scratch, similar
to Baziotis et al. (2022). Since our models have
separate decoders, we inserted adapters only on the
encoder. For completeness, results using adapters
on the decoder are reported in Appendix D.

We consider two kinds of adapters: source lan-
guage adapters (Language Adapters ENC), follow-
ing Philip et al. (2020), or source language adapters
in the bottom half of the encoder and target lan-
guage language adapters in the top half (Language
Adapters ENC (SRC+TGT)). We show the results
for different bottleneck dimensions (128, 256, and
512) in Table 1. Our proposal of using source and
target adapters on the encoder outperforms using
only source adapters (for the same model size).
The best performing model, Language Adapters
ENC (SRC+TGT), achieves a score of 46.1 CHRF
points, 0.3 (0.7) points lower than our model with-
out (with) dense pre-training.These improvements
are statistically significant (p < 0.05) for 38 (62) of
the 90 translation directions. Results for language-
pair adapters (Bapna and Firat, 2019) are shown in
Appendix D, but they lag behind language adapters.
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Model DE EN ES FR IT JA KO PT SW ZH

Translating into the language (X→ )

Separate Decoder Baseline 52.7 60.4 49.1 57.0 50.6 29.0 25.2 54.9 47.9 28.7
Language Adapters ENC (SRC+TGT) 256 53.2 60.9 49.5 57.7 50.9 29.9 25.0 55.4 49.1 29.1
LSL-NAS 53.9 61.5 49.9 58.1 51.4 31.0 27.0 55.6 49.4 29.9

Translating from the language ( → X)

Separate Decoder Baseline 47.7 52.7 44.9 48.1 46.4 42.1 40.0 49.4 40.1 44.0
Language Adapters ENC (SRC+TGT) 256 48.1 53.0 45.4 48.5 46.7 42.8 41.2 49.9 40.8 44.5
LSL-NAS 48.7 53.6 45.8 48.9 47.3 43.5 42.1 50.4 42.1 45.3

Table 2: Comparison of LSL-NAS with pre-training, the separate decoder baseline model and the best separate
decoder adapter model, per source and target language. Our approach gives substantial average CHRF improvements
over the baseline (adapter) model, which are statistically significant for 84 (62) of the 90 translation directions.

Model CHRF SPBLEU

LSL-NAS 46.4 27.2
LSL (SRC={3, 4} & TGT={14, 15, 16}) 46.4 27.0
LSL (SRC={2, 3} & TGT={13, 14, 15}) 46.4 27.1
LSL (SRC={1, 2} & TGT={13, 14, 15}) 46.2 26.9
LSL (SRC={1, 2} & TGT={14, 15, 16}) 46.2 26.9

Table 3: Influence of the shared layers on the bottom
and the top of the encoder. Our learned architecture,
LSL-NAS, is LSL (SRC={3, 4} & TGT={13, 14, 15}).

Importance of Bottom and Top Shared Layers
LSL-NAS uses two shared layers on the bottom
and one shared layer on the top of the encoder.
In Table 3, we analyze the effect of removing
these layers, i.e., moving the LSLs up or down.
When comparing SPBLEU there is a small drop
when removing either the top shared layer (row
“LSL (SRC={3, 4} & TGT={14, 15, 16})”) or the
bottom-most shared layer (row “LSL (SRC={2, 3}
& TGT={13, 14, 15})”), but the difference is neg-
ligible when comparing CHRF. In fact the dif-
ference is only statistically significant for 15 of
the 90 translation directions. When removing the
bottom shared layers (row “LSL (SRC={1, 2} &
TGT={13, 14, 15})”) or all the shared layers (row
“LSL (SRC={1, 2} & TGT={14, 15, 16})”), there is
a bigger difference, but it is only statistically signif-
icant for less than 1/3 of the translation directions,
mostly low resource pairs including either Swahili
or Korean. For an analysis regarding the number
of LSLs, please refer to Appendix E.

Alternative Configurations Additionally, we
look at different configurations of LSLs. In partic-
ular, we compare using only source-specific layers
LSL (SRC={3, 4} & TGT=∅) or target-specific lay-
ers LSL (SRC=∅ & TGT={13, 14, 15}) in Table 1.
In both cases, the configuration is worse than LSL-
NAS, thus showing the importance of having both
source and target-specific layers. For completeness,

Model CHRF SPBLEU |θ| |θeff|

LSL-NAS 46.4 27.2 441M 186M
LS-FFN 46.3 26.8 394M 186M
LS-ATTENTION 45.9 26.5 347M 186M

Table 4: Effect of each Transformer layer component.
LSL uses full language-specific layers. LS-FFN shares
the attention, but keeps the feed-forwards language spe-
cific, while LS-ATTENTION does the opposite. All
experiments are based on the LSL-NAS architecture
and differ only in their language-specific components.

row LSL (SRC={13, 14, 15} & TGT={3, 4}) shows
the opposite of our configuration (i.e., swapping
the source and target layers), with considerably
degraded performance, showing that the position
of source-specific and target-specific languages is
very important. In particular, it shows that forcing
the model to learn source-specific representations
at higher encoder layers and target language repre-
sentations on the lower layers hinders learning.

Layer Component Ablation We analyze the ef-
fect of using full language-specific layers (LSL),
with having only language-specific feed-forward
(LS-FFN), or only language-specific attention (LS-
ATTENTION) on the LSL-NAS architecture in Ta-
ble 4. We observe a small degradation of 0.1
CHRF (0.4 SPBLEU) when switching from LSL
to LS-FFN, which is statistically significant for
35/90 translation directions, and a degradation of
0.5 CHRF (0.7 SPBLEU) when switching to LS-
ATTENTION, which is significant for 49 directions.
These results imply that both the language-specific
feed-forward and attention are important, with the
biggest contribution coming from the feed-forward
part, where most of the parameters are located.

4.4 Shared Decoder

So far we have focused on the separate-decoder
architecture. In this section, we turn to a shared-
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decoder setup (see Table 5). As in Section 4.2,
we ran an architecture search experiment and se-
lected the following architecture: LSL (SRC={4}
& TGT={12, 13, 14, 15, 16}), or LSL-NAS-SD for
short. The mixing weights follow a trend similar
to Figure 3. With the shared decoder, we benefit
from placing more target-specific layers at the top
of the encoder. Our intuition is that these layers
compensate the lack of a separate decoder.

As in Section 4.3, we compare against shared
decoder baseline models (i.e., without LSLs) of
increasing sizes, as well as models with Adapter
Blocks. For the latter, we insert one block after
each Transformer layer, both on the encoder and the
decoder. Following Philip et al. (2020), we insert
source adapters on the encoder, and target adapters
on the decoder. As expected, shared-decoder mod-
els perform worse than their separate-decoder mod-
els, which have a higher parameter count. Despite
this, our proposed architecture, LSL-NAS-SD, out-
performs the remaining models by a wide mar-
gin, and is even better than the separate-decoder
baseline (26.0 SPBLEU). The improvements of
our LSL-NAS-SD model with pre-training over
the shared decoder baseline are statistically signifi-
cant for 86/90 translation directions. The improve-
ments over the best adapter model (bottleneck size
512) are significant for 76/90 directions.

We also show the performance for LSL
(SRC={4} & TGT={13− 16}), an architecture sim-
ilar to LSL-NAS-SD, but with one less target-
specific LSL. This architecture performs worse
than our selection, but has fewer parameters, which
might make it a preferable candidate for deploy-
ment. This highlights a limitation of our selection
approach: it does not take model complexity (i.e.,
model size) into account. We tried adding a prior
on the mixing weights to make LSLs more costly
than shared layers, but obtained mixed results, and
we leave further investigation to future work.

4.5 Zero-shot Translation
In the previous experiments, we used training data
for all language directions. We now consider a
different scenario: we limit our training data to
English directions (i.e., X-EN and EN-X) and lan-
guages in the same language group8. We then eval-
uate our models on zero shot performance for the
directions between groups.

8We consider 3 groups: European, CJK, and Swahili. We
use data where both the source and target languages are in the
same group.

Model CHRF SPBLEU |θ| |θeff|

Separate Decoder Baseline 45.5 26.0 299M 186M
LSL-NAS (separate decoder) 46.4 27.2 441M 186M

Shared Decoder Baseline 44.7 24.9 186M 186M
+ hidden dim 640 45.1 25.5 240M 240M
+ hidden dim 704 45.8 26.2 268M 268M
+ hidden dim 768 45.8 26.3 296M 296M

Shared Decoder Adapters 128 44.6 24.8 211M 189M
Shared Decoder Adapters 256 44.9 25.0 236M 191M
Shared Decoder Adapters 512 45.3 25.6 286M 196M
Shared Decoder Adapters 640 45.3 25.5 311M 199M

LSL-NAS-SD 46.3 26.7 356M 186M
+ Dense Pre-training 46.6 27.1 356M 186M

LSL (SRC={4} & TGT={13 − 16}) 46.1 26.5 328M 186M

Table 5: Results on the shared-decoder architecture.

Direction Baseline Adapters LSL-NAS-SD

Overall Average 39.9 41.8 41.4
Overall Average (w/o *→SW) 40.8 42.5 44.7

Zero-shot Average 29.6 32.4 31.9
Zero-shot Average (w/o *→SW) 29.3 32.0 36.2

EUR → CJK 23.8 18.5 27.6
EUR → SW 34.2 37.3 11.7

CJK → EUR 41.4 45.1 45.5
CJK → SW 24.8 28.9 11.7

SW → EUR 23.5 44.9 46.4
SW → CJK 6.70 12.3 18.7

Table 6: Zero-Shot comparison of the shared decoder
models. The global average includes non zero-shot
directions. The remaining scores are all zero-shot.

In our initial experiments, separate decoder mod-
els performed poorly on zero-shot directions, so we
focused our evaluation on shared decoder models.
Table 6 shows the zero-shot results for 3 architec-
tures: the shared decoder baseline, the best per-
forming (shared decoder) adapter model (Shared
Decoder Adapters 512), and LSL-NAS-SD. Our
approach gives improvements for most zero-shot
directions, except when translating into SW. Trans-
lating from SW works well, though. Our intuition
is that this degradation is caused by the SW target-
specific LSLs being overfitted to EN, and thus fail-
ing to transfer to other languages. In LSL-NAS-
SD, the top 5 encoder layers are target LSLs, and
in the zero-shot scenario, the SW layers are only
trained for EN-SW, which is relatively small. In-
deed, if we exclude the * →SW pairs, both the
overall and the zero-shot average scores increase.

5 Conclusion

In this work, we studied how to increase the capac-
ity of MNMT models using LSLs. We showed that
LSLs are effective at increasing the model capac-
ity per language, while keeping the computation
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requirements constant. We proposed a method for
selecting the placement of LSLs, and showed the
importance of having shared as well as source and
target language-specific parameters on the encoder.

Limitations

In this work, we focused our exploration of LSLs
on the encoder. Although we ran some initial explo-
rations on the decoder side, further investigation is
needed. Another venue for research is how LSLs
affect language expansion. Since our approach
tries to limit the language-specific weights to just a
few layers, in theory, it should be possible to add
new languages by only expanding and training the
LSLs. However, blindly doing so might not work
well and the interactions between languages from
different families needs further studying. Lastly, it
is unclear whether our argmax approach to select-
ing where to place LSLs is optimal, how dataset
dependent it is, and if there exist alternative ap-
proaches that can lead to better results. The fact
that it does not take model complexity (i.e., model
size) into account can be a disadvantage in practice.

Ethics Statement

Our work uses existing datasets, so it inherits some
of the risks associated with them, namely gender
bias (Cho et al., 2019), or privacy leakage (Carlini
et al., 2021), and mitigation strategies such as Van-
massenhove et al. (2018) may be necessary. How-
ever, replacing bilingual translation systems with
multilingual systems should help reduce gender
bias caused by pivoting through English. Another
consideration is the energy consumption for model
training, which results in green-house emissions
(Strubell et al., 2019). Our proposed architectures
result in smaller (and faster to train) models, than
similarly-performing baselines, increasing the effi-
ciency of translation systems.
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A LSLs in FAIRSEQ

Listing 1 shows our implementation of LSL in
FAIRSEQ. The implementation is straightforward,
and consists of a dictionary that selects the appro-
priate language depending on the lang_pair at-
tribute, which FAIRSEQ dynamically sets, and is
guaranteed to match that of the input.

B Dataset sizes

For most language pairs, CCMatrix is the largest
data source, and it is also the lowest quality one.
To compensate for this quality imbalance, we apply
temperature sampling (Arivazhagan et al., 2019) to
balance the different sources, using a temperature
of 5, which worked well in our experiments. In our
initial experiments, we considered two approaches
to apply this temperature re-sampling: either up-
sampling the higher quality sources (WMT21,
Opus-100, and Tatoeba), or downsampling CCMa-
trix. The results between these two approaches
were similar, and since the downsampling runs
were faster and more stable, we used the down-
sampling for all our experiments. To avoid dis-
carding too much data, we capped the maximum
downsampling to a factor of 10.

Table 7 shows the number of sentence pairs for
each language direction, after de-duplication, clean-
ing, and downsampling CCMatrix.

C Full results

Table 8 shows the CHRF scores on the Flores-101
test set for all language directions, of both our
shared-encoder, separate-decoder baseline model
and our proposed LSL-NAS architecture with pre-
training. Statistically non-significant results (p ≥
0.05) are marked with † (in total 6 of the 90 lan-
guage pairs). The results on the validation set can
be found in Table 9.

D Results on different configurations

In Table 10 we show the results of further ex-
periments with Adapter Blocks. Besides encoder
source language adapters (Language Adapters
ENC) and source adapters in the bottom half of
the encoder and target adapters in the top half
(Language Adapters ENC (SRC+TGT), we include
source adapters on the encoder and target adapters
on the decoder (Language Adapters ENC+DEC,
like Philip et al. (2020), and language-pair adapters
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Figure 4: Average CHRF scores over all languages ver-
sus the number of LSLs. For each data point, half of the
LSLs are on the bottom of the encoder, and the other
half are on the top, e.g. for 4 LSLs, the bottom 2 layers
are source-indexed, the top 2 are target-indexed, and the
remaining layers are shared.

on the encoder (Bapna and Firat, 2019) (Language-
Pair Adapters ENC). Our proposed architecture,
LSL-NAS, outperforms all other techniques while
introducing no extra computation at inference time
(i.e., it keeps |θeff| constant).

E Number of LSLs

We look at the effect of changing the number of
LSLs, illustrated in Figure 4. To this end, we
change the number of LSLs from 0 to 16, in in-
crements of 2, and, for each point, we place an
additional LSL on the bottom and on the top of the
encoder, using the source and target languages to
index them, respectively. For example, 4 LSLs cor-
responds to LSL (SRC={1, 2} & TGT={15, 16}).
We see that adding more LSLs helps performance,
but only up to a point (in this case, 4 layers), and
that afterwards, performance degrades, except for
an outlier at 12 LSLs. This implies that while the
language-specific layers boost performance, having
shared layers is crucial for knowledge transfer.

F Per Language results

In Table 11, we show aggregate scores for each
language group: European (DE, EN, ES, FR, IT,
PT), CJK (ZH, JA, KO), and SW (isolated, since it
is the only language in its family). Here, we see
a similar trend, with our approach showing clear
improvements both within groups, and between
different groups.
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1 class LanguageSpecificEncoderLayer(nn.Module):
2 def __init__(self, args, layer=0):
3 super().__init__()
4 self.index_language = args.language_specific_layers[layer]
5 all_languages = sorted(set(self.get_lang(lp) for lp in args.lang_pairs))
6 self.models = nn.ModuleDict({lang: TransformerEncoderLayer(args, layer) for lang in all_languages})
7
8 def get_lang(self, lang_pair):
9 # lang_pair is, for example: "en_US-de_DE"

10 if self.index_language == "src":
11 return lang_pair.split("-")[0]
12 elif self.index_language == "tgt":
13 return lang_pair.split("-")[1]
14 else:
15 raise ValueError(f"Invalid language `{self.index_language}`.")
16
17 def forward(self, x, encoder_padding_mask, attn_mask: Optional[Tensor] = None):
18 # self.lang_pair is set dynamically from outside the module.
19 return self.models[self.get_lang(self.lang_pair)].forward(x, encoder_padding_mask, attn_mask)

Listing 1: Sample implementation of a Language-Specific Transformer Layer in FAIRSEQ.

EN ES FR IT JA KO PT SW ZH

DE 213M 11.6M 36.6M 7.2M 1.2M 708K 5.4M 2.4M 1.8M
EN − 230M 286M 96.3M 36.5M 2.3M 78.6M 708K 88.9M
ES − − 49.4M 14.9M 1.3M 772K 22.3M 6.9M 6.9M
FR − − − 14.9M 1.2M 752K 12.9M 8M 25.3M
IT − − − − 736K 382K 7M 1.1M 964K
JA − − − − − 511K 764K 820K 897K
KO − − − − − − 756K 536K 3M
PT − − − − − − − 3.6M 1.1M
SW − − − − − − − − 962K

Table 7: Number of training sentence pairs for each language pair, after data de-duplication, cleaning, and
downsampling CCMatrix. We report only one language direction, as the data is the same for both directions.

DE EN ES FR IT JA KO PT SW ZH

DE → − 67.4 52.1 61.0 54.2 30.1 26.1 59.0† 48.1 31.1

EN → 64.6 − 55.6 70.7 58.5† 35.0 28.8 70.6 55.4 34.9

ES → 53.1 59.2 − 57.7 52.6 28.0 23.4 54.7† 47.7 27.7

FR → 57.8 68.3 52.7 − 55.6 31.1 25.9 60.5† 50.1† 31.1
IT → 54.9 61.4 52.3 60.3 − 28.8 24.7 56.6 49.2 29.7
JA → 46.1 53.3 44.2 50.0 45.1 − 26.1 47.5 42.3 25.2
KO → 43.5 49.6 41.2 46.6 42.0 28.0 − 45.3 40.5 23.4

PT → 58.6 71.1 53.8† 64.0 55.5 30.5 26.4 − 53.1 31.8
SW → 47.0 57.3 43.6 51.0 44.5 23.0 20.5 50.0 − 23.9
ZH → 48.2 56.3 46.3 52.7 47.0 26.8 24.5 49.6 44.3 −

DE EN ES FR IT JA KO PT SW ZH

DE → − 67.9 52.8 62.2 55.0 32.2 28.0 59.1† 49.2 32.0

EN → 65.1 − 56.2 71.2 58.6† 37.9 30.0 71.1 56.6 35.9

ES → 54.0 59.7 − 58.3 52.9 29.5 25.2 54.9† 49.1 29.1

FR → 58.6 68.9 53.0 − 56.2 32.0 28.0 60.8† 50.4† 32.1
IT → 55.7 61.7 53.0 60.7 − 29.9 26.4 57.1 50.6 30.2
JA → 47.9 55.0 45.1 50.6 45.9 − 27.3 48.6 44.4 26.7
KO → 45.4 52.1 42.9 48.2 43.9 30.7 − 47.2 43.2 25.6

PT → 59.5 71.5 54.0† 64.7 55.9 31.6 28.9 − 54.6 32.7
SW → 49.2 59.7 45.2 52.9 46.1 25.8 22.7 52.0 − 24.9
ZH → 49.7 57.1 47.3 53.9 47.9 29.1 26.5 50.0 46.5 −

Table 8: Comparison of the baseline model (left) and our learned architecture LSL-NAS with dense pre-training
(right) for each language pair, on the Flores-101 test set. Our approach gives significant CHRF gains for most
language pairs. Statistically non-significant improvements using paired bootstrap resampling are marked with † for
p ≥ 0.05 (in total 6 of the 90 language pairs).

DE EN ES FR IT JA KO PT SW ZH

DE → − 67.4 50.9 60.6 53.6 31.6 26.2 58.5 48.3 30.3
EN → 64.0 − 55.4 70.8 58.4 35.7 29.0 70.0 55.5 33.3
ES → 52.4 59.7 − 57.6 52.6 28.5 24.0 54.2 48.4 27.8
FR → 57.6 68.8 52.3 − 55.5 30.6 25.5 60.0 50.1 29.7
IT → 54.3 61.8 51.4 59.7 − 29.6 24.0 55.8 49.1 29.1
JA → 46.0 54.0 43.5 49.3 45.4 − 26.4 47.2 42.4 25.2
KO → 43.1 50.1 40.6 45.9 42.2 27.8 − 44.7 40.3 22.7
PT → 57.9 71.2 53.1 63.8 54.9 31.0 26.9 − 52.5 30.9
SW → 47.2 58.4 43.7 50.9 44.8 23.9 20.7 50.3 − 23.9
ZH → 48.0 56.6 45.9 52.4 47.0 27.6 24.5 49.0 44.2 −

DE EN ES FR IT JA KO PT SW ZH

DE → − 67.9 51.1 61.2 54.3 32.9 27.8 58.3 48.4 31.5
EN → 65.1 − 55.5 71.1 58.9 37.8 31.0 70.4 57.2 34.5
ES → 53.5 59.9 − 58.2 52.8 29.4 25.7 54.4 49.3 28.8
FR → 58.4 69.5 52.4 − 56.1 32.5 28.0 59.9 50.1 30.9
IT → 55.1 62.0 51.7 60.0 − 30.6 26.8 56.1 50.5 30.1
JA → 47.1 55.2 44.5 51.1 46.3 − 27.5 48.5 44.3 26.2
KO → 45.1 52.2 42.0 47.6 43.6 30.7 − 45.8 43.0 24.6
PT → 58.8 71.7 53.4 64.6 55.3 32.5 29.3 − 53.9 31.8
SW → 49.0 61.0 45.0 52.9 46.5 26.4 23.7 52.6 − 24.2
ZH → 49.2 57.7 46.4 53.3 47.7 29.8 26.3 50.1 46.4 −

Table 9: Comparison of the baseline model (left) and our learned architecture LSL-NAS with dense pre-training
(right) for each language pair, on the Flores-101 validation set.
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Model CHRF SPBLEU |θ| |θeff|

Separate Decoder Baseline 45.5 26.0 299M 186M
LSL-NAS 46.4 27.2 441M 186M

+ Dense Pre-training 46.8 27.5 441M 186M

Language Adapters ENC 128 45.8 26.4 321M 207M
+ hidden dim 640 46.2 26.9 426M 261M

Language Adapters ENC 256 45.7 26.3 342M 228M
+ hidden dim 640 46.3 27.1 452M 282M

Language Adapters ENC 512 45.6 26.3 384M 270M

Language Adapters ENC (SRC+TGT) 128 45.7 26.3 321M 207M
Language Adapters ENC (SRC+TGT) 256 46.1 26.7 342M 228M
Language Adapters ENC (SRC+TGT) 512 46.0 26.7 384M 270M

Language-Pair Adapters ENC 128 45.2 25.7 491M 207M
Language-Pair Adapters ENC 256 45.3 25.8 680M 228M
Language-Pair Adapters ENC 512 45.3 25.9 1057M 270M

Language Adapters ENC+DEC 256 45.5 26.0 350M 236M
Language Adapters ENC+DEC 512 46.0 26.4 400M 286M
Language Adapters ENC+DEC 768 46.1 26.6 449M 336M
Language Adapters ENC+DEC 1024 46.2 26.7 499M 385M

Table 10: Comparison of different Adapter Blocks con-
figurations on the separate decoder architecture.

Direction Sep. Decoder Ours ∆

EUR → EUR 59.1 59.7 +0.6
EUR → CJK 29.2 30.6 +1.4
EUR → SW 50.6 51.7 +1.1

CJK→ EUR 47.4 48.8 +1.4
CJK→ CJK 25.7 27.7 +2.0
CJK→ SW 42.4 44.7 +2.3

SW → EUR 48.9 50.9 +2.0
SW → CJK 22.4 24.4 +2.0

Table 11: Comparison of LSL-NAS with pre-training
compared to the separate baseline model per language
family. Our approach gives substantial average CHRF
gains for all, which are statistically significant for all
but 6 of the 90 translation directions.

G COMET results

We show COMET, CHRF, and SPBLEU scores, av-
eraged over all language pairs in Table 12. We
show the scores for the baseline (i.e., non-LSL),
our LSL model, and the best Adapter model for
both the separate decoder and the shared decoder
architectures. In all metrics, our proposed architec-
tures outperform the remaining models.

H Inference Speed

We report the inference times for the various archi-
tectures we considered in Table 13. We report to-
kens/second on the DE-EN test set9, averaged over
5 runs. Our latency measurements were collected
using a single NVIDIA V100 GPU (Speed GPU)
or a single-threaded Intel Xeon Platinum 8275CL
CPU @ 3.00GHz (Speed CPU), both with batch

9We repeated these measurements for language pairs, such
as EN-ZH, with similar results.

Model COMET CHRF SPBLEU

Separate Decoder Baseline 0.45285 45.5 26.0
LSL-NAS 0.49577 46.4 27.2

+ Dense Pre-training 0.50759 46.8 27.5
Language Adapters ENC (SRC+TGT) 256 0.48265 46.1 26.7

Shared Decoder Baseline 0.36975 44.7 24.9
LSL-NAS-SD 0.46542 46.3 26.7

+ Dense Pre-training 0.48357 46.6 27.1
Shared Decoder Adapters 512 0.41849 45.3 25.6

Table 12: COMET, CHRF, and SPBLEU scores for the
(non-LSL) baseline, our LSL models, and the best
adapter model for the separate decoder and shared de-
coder architectures. These scores are averaged over all
language pairs.

Architecture Speed GPU Speed CPU

Shared Decoder Baseline 195.2 ± 2.6 61.4 ± 0.3
Separate Decoder Baseline 194.3 ± 1.4 61.7 ± 0.2

+ hidden dim 640 191.9 ± 1.6 54.0 ± 0.2
+ hidden dim 704 189.8 ± 1.7 51.6 ± 0.3
+ hidden dim 768 187.7 ± 2.1 48.4 ± 0.2

Language Adapters ENC 128 188.1 ± 1.8 61.2 ± 0.3
Language Adapters ENC 256 186.0 ± 1.6 61.1 ± 0.3
Language Adapters ENC 512 187.6 ± 1.1 61.0 ± 0.2

Language Adapters ENC+DEC 256 165.2 ± 2.4 57.6 ± 0.3
Language Adapters ENC+DEC 512 165.1 ± 4.5 57.2 ± 0.2
Language Adapters ENC+DEC 768 164.4 ± 2.1 56.9 ± 0.3

LSL-NAS 195.0 ± 1.1 61.3 ± 0.2
LSL-NAS-SD 195.5 ± 4.7 61.4 ± 0.3

Table 13: Tokens/second comparison of different mod-
els on the Flores-101 DE-EN test set. We show the
average over 5 runs, and the associated standard devia-
tion. The latency of shared decoder models is the same
as that of similar separate decoder models so, for suc-
cinctness, we only report the separate decoder numbers.

size of 1, which faithfully captures the inference
on a deployed neural machine translation model.
As expected, the latency of shared decoder mod-
els is the same as that of similar separate decoder
models (since only one of the decoders is used at
inference time) so, for succinctness, we only report
the separate decoder numbers.

A couple of comments regarding the Adapter
models: 1) we do not report speed numbers for
the “Language Adapters ENC (SRC+TGT)” as the
architecture is the same as “Language Adapters
ENC”; 2) inference speed does not change signif-
icantly when adding encoder adapters, but only
when adding adapters to the decoder.
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