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Abstract

Existing research on multimodal relation ex-
traction (MRE) faces two co-existing chal-
lenges, internal-information over-utilization
and external-information under-exploitation.
To combat that, we propose a novel frame-
work that simultaneously implements the idea
of internal-information screening and external-
information exploiting. First, we represent the
fine-grained semantic structures of the input im-
age and text with the visual and textual scene
graphs, which are further fused into a unified
cross-modal graph (CMG). Based on CMG,
we perform structure refinement with the guid-
ance of the graph information bottleneck prin-
ciple, actively denoising the less-informative
features. Next, we perform topic modeling
over the input image and text, incorporating
latent multimodal topic features to enrich the
contexts. On the benchmark MRE dataset,
our system outperforms the current best model
significantly. With further in-depth analyses,
we reveal the great potential of our method
for the MRE task. Our codes are open at
https://github.com/ChocoWu/MRE-ISE.

1 Introduction

Relation extraction (RE), determining the semantic
relation between a pair of subject and object entities
in a given text (Yu et al., 2020), has played a vital
role in many downstream natural language process-
ing (NLP) applications, e.g., knowledge graph con-
struction (Wang et al., 2019; Mondal et al., 2021),
question answering (Cao et al., 2022). But in real-
istic scenarios (i.e., social media), data is often in
various forms and modalities (i.e., texts, images),
rather than pure texts. Thus, multimodal relation
extraction has been introduced recently (Zheng
et al., 2021b), where additional visual sources are
added to the textual RE as an enhancement to the
relation inference. The essence of a successful
MRE lies in the effective utilization of multimodal
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» Example #1

Input Text: Congratulations to Angela and Mark Salmons, a new life ahead is waiting!

couple
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Input Image: relation reasoning
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»Example #2 present in
Input Text:  Yessir dropping my first single "Hot summer" with my brothers Migos.

Topic: #Music

tour, video, billboard,
concert, album, live -+

Input Image:

Figure 1: Examples of multimodal relation extraction
(MRE). In texts, the subject and object entities are un-
derlined, and linked by the relational tags.

information. Certain efforts have been made in
existing MRE work and achieved promising per-
formances, where delicate interaction and fusion
mechanisms are designed for encoding the multi-
modal features (Zheng et al., 2021a; Chen et al.,
2022b,a). Nevertheless, current methods still fail
to sufficiently harness the feature sources from two
information perspectives, which may hinder further
task development.

Internal-information over-utilization. On the
one hand, most existing MRE methods progres-
sively incorporate full-scale textual and visual
sources into the learning, under the assumption
that all the input information certainly contributes
to the task. In fact, prior textual RE research exten-
sively shows that only parts of the texts are useful
to the relation inference (Yu et al., 2020), and ac-
cordingly propose to prune over input sentences
(Zhang et al., 2018). The case is more severe for
the visual inputs, as not all and always the visual
sources play positive roles, especially on the social
media data. As revealed by Vempala and Preotiuc-
Pietro (2019), as high as 33.8% of visual informa-
tion serves no context or even noise in MRE. Xu
et al. (2022) thus propose to selectively remove im-
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ages from the input image-text pairs. Unfortunately,
such coarse-grained instance-level filtering largely
hurts the utility of visual features. We argue that a
fine-grained feature screening over both the inter-
nal image and text features is needed. Taking the
example #1 in Fig. 1, the textual expressions ‘Con-
gratulations to Angela and Mark Salmons’ and the
visual objects of ‘gift’ and ‘roses’ are valid clues to
infer the ‘couple’ relation between ‘ Angela’ and
‘Mark Salmons’, while the rest of text and visual
information is essentially the task-irrelevant noise.

External-information under-exploitation. On
the other hand, although compensating the text
inputs with visual sources, there can be still infor-
mation deficiency in MRE, in particular when the
visual features serve less (or even negative) utility.
This is especially the case for social media data,
where the contents are less-informative due to the
short text lengths and low-relevant images (Baly
et al., 2020). For the example #2 in Fig. 1, due to
the lack of necessary contextual information, it is
tricky to infer the relation ‘present in’ between ‘Hot
summer’ (an album name) and ‘Migos’ (a singer
name) based on both the image and text sources.
In this regard, more external information should
be considered and exploited for MRE. Fortunately,
the topic modeling technique offers a promising
solution, which has been shown to enrich the se-
mantics of the raw data, and thus facilitate NLP
applications broadly (Zeng et al., 2018). For the
above same example, if an additional ‘music’ topic
feature is leveraged into the context, the relation
inference can be greatly eased.

Taking into account the above two observations,
in this work, we propose a novel framework to im-
prove MRE. As shown in Fig. 4, we first employ
the scene graphs (SGs) (Johnson et al., 2015) to rep-
resent the input vision and text, where SGs advance
in intrinsically depicting the fine-grained semantic
structures of texts or images. We fuse both the
visual and textual SGs into a cross-modal graph
(CMGQG) as our backbone structure. Next, we reach
the first goal of internal-information screening by
adjusting the CMG structure via the graph informa-
tion bottleneck (GIB) principle (Wu et al., 2020),
i.e., GIB-guided feature refinement, during which
the less-informative features are filtered and the
task-relevant structures will be highlighted. Then,
to realize the second goal of external-information
exploiting, we perform multimodal topic integra-
tion. We devise a latent multimodal topic module

Textual Scene Graph
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Figure 2: Examples of textual and visual scene graphs.

to produce both the textual and visual topic fea-
tures based on the multimodal inputs. The multi-
modal topic keywords are integrated into the CMG
to enrich the overall contexts, based on which we
conduct the final reasoning of relation for input.

We perform experiments on the benchmark
MRE dataset (Zheng et al., 2021a), where the re-
sults show that our framework significantly boosts
the current state of the art. Further analyses
demonstrate that the GIB-guided feature refine-
ment helps in effective input denoising, and the
latent multimodal topic module induces rich task-
meaningful visual&textual topic features as ex-
tended contexts. We finally reveal that the idea of
internal-information screening is especially impor-
tant to the scenario of higher text-vision relevance,
while the external-information exploiting particu-
larly works for the lower text-vision relevance case.

To sum up, this work contributes by introducing
a novel idea of simultaneous information subtrac-
tion and addition for multimodal relation extrac-
tion. The internal-information over-utilization and
external-information under-exploitation are two
common co-existing issues in many multimodal
applications, to which our method can be broadly
applied without much effort.

2 Preliminary
2.1 Textual and Visual Scene Graph

There have been the visual scene graph (VSG)
(Johnson et al., 2015) and textual scene graph
(TSG) (Wang et al., 2018), where both of them
include three types of nodes: object node, attribute
node, and relationship node. All the nodes come
with a specific label text, as illustrated in Fig. 2.
In an SG, object and attribute nodes are connected
with other objects via pairwise relations. As intrin-
sically describing the semantic structures of scene
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contexts for the given texts or images, SGs are
widely utilized as types of external features inte-
grated into downstream applications for enhance-
ments, e.g., image retrieval (Johnson et al., 2015),
image generation (Johnson et al., 2018) and image
captioning (Yang et al., 2019). We also take advan-
tage of these SG structures for better cross-modal
semantic feature learning. Formally, we define a
scene graph as G=(V, E), where V is the set of
nodes, and F is the set of edges.

2.2 Graph Information Bottleneck Principle

The information bottleneck (IB) principle (Alemi
et al., 2017) is designed for information compres-
sion. Technically, IB learns a minimal feature Z to
represent the raw input X that is sufficient to infer
the task label Y. Further, the graph-based IB has
been introduced for the graph data modeling (Wu
et al., 2020), i.e., by refining a raw graph G into an
informative yet compact one G, by optimizing:
min [~1(G™,Y) + 8- 1(G™.G)], )

where [(G~, G)) minimizes the mutual information
between G and G~ such that G~ learns to be the
minimal and compact one of G. I(G~,Y) is the
prediction objective, which encourages G~ to be
informative enough to predict the label Y. 5 is a
Lagrangian coefficient. We will employ the GIB
principle for internal-information screening.

2.3 Latent Multimodal Topic Modeling

We introduce a latent multimodal topic (LAMO)
model. Technically, we first represent the input text
T with a bag-of-word (BoW) feature b’ , and repre-
sent image / with a visual BoW (VBoW)! b!. The
topic generative process is described as follows:
e Draw a topic distribution 8 ~ N (u, o).
I

e For each word token w;[ and visual token w 5

o Draw w! ~ Multinomial(x, @),

o Draw w]I ~ Multinomial (v, 9).
where p and o are the mean and variance vector for
the posterior probability p(@|T,I). x € RE U™
and ¢ € RX xU' are the probability matrices of
textual topic-word and visual topic-word, respec-
tively. K is the pre-defined topic numbers, and U™
and U' are textual and visual vocabulary size.

As depicted in Fig. 3, p and o are pro-
duced from a cross-modal feature encoder upon
T and I. The topic distribution is yielded via
0=Softmax(pu+o - ), where ¢ € N(0,I). Then,
we autoregressively reconstruct the input b’ and

"Note that visual topic words are visual objects.
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Figure 3: The schematic of our latent multimodal topic
(LAMO) model.

b! based on 9:
p(bi |x,0) = Softmax(6 - x|bZ,), )
p(bi |, 0) = Softmax (6 - 1|bL;) . 3)

Then, with the activated k-th topic (via argmax over
0), we obtain the distributions of the textual and
visual topic words by slicing the x[k,:] € RV
and [k,:] € RU".

As shown in Fig. 3, the objective of topic mod-
eling is derived as follows:

LiaMo = LKL + LrecT + LRecl - €]

Appendix §A.5 extends the description of LAMO.

3 MRE Framework

As shown in Fig. 4, our overall framework con-
sists of five tiers. First, the model takes as input an
image I and text 7', as well as the subject v and ob-
ject entity v,. We represent I and T" with the corre-
sponding VSG and TSG. Then, the VSG and TSG
are assembled as a cross-modal graph, which is
further modeled via a graph encoder. Next, we per-
form GIB-guided feature refinement over the CMG
for internal-information screening, which results
in a structurally compact backbone graph. After-
wards, the multimodal topic features induced from
the latent multimodal topic model are integrated
into the previously obtained feature representation
for external-information exploitation. Finally, the
decoder predicts the relation label Y based on the
enriched features.

3.1 Scene Graph Generation

We employ the off-the-shelf parsers to gener-
ate the VSG (i.e., G'=(V!, E')) and TSG (i.e.,
GT=(VT ET)), respectively. We denote the rep-
resentations of VSG nodes as X '={x{, ... zl},
where each node embedding mf is the concatena-
tion of the object region representations and the
corresponding node label embeddings. We directly
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Figure 4: Overview of our proposed framework.

represent the TSG nodes as X7={zT ... zI'},
where each a:JT is the contextualized word embed-
ding. Note that both visual objects and text to-
ken representations are obtained from the CLIP
(Radford et al., 2021) encoder, which ensures an
identical embedding space across the two modal-
ities. More details are provided in the appendix
SA.1&§A.2.

3.2 Cross-modal Graph Construction

Next, we consider merging the VSG and TSG into
one unified backbone cross-modal graph (CMG).
Let’s denote CMG as G=(V, E), where V(=VT U
V1) is the union of V! and VT, E(=ET U E' U
E) is the set of edges, including the intra-modal
edges (E! and ET), and inter-modal hyper-edges
E*. To build the cross-modal hyper-edges between
each pair of VSG node v} and TSG node ’ujT, we
measure the relevance score s in between:

Sol Wl = cos(a:f, a:f) . 5)
A hyper-edges e;j is created if 0 is larger than
a pre-defined threshold A. Node r]epresentations
from VSG and TSG are copied as the CMG’s node
representations, i.e., X=X7 U X!. We denote
each edge e; j(€ E)=1 if there is an edge between
nodes, and e; ;=0 and vice versa. Next, a graph
attention model (GAT; Velickovic et al., 2018) is

used to fully propagate the CMG:
H={hy, -, Amin} =GAT(G, X). (©6)

3.3 GIB-guided Feature Refinement

In this step, we propose a GIB-guided feature
refinement (GENE) module to optimize the initial
CMG structure such that we fine-grainedly prune
the input image and text features. Specifically,
with the GIB guidance, we 1) filter out those task-
irrelevant nodes, and 2) adjust the edges based on
their relatedness to the task inference.

Node Filtering We assign a 0 or 1 value p; to a
node v; indicating whether to prune or keep v, i.e.,
via pj ©v;. We sample the value from the Bernoulli
distribution, i.e., py €{0, 1 }~Bernoulli(7}), where
7f€(0,1) is a parameter. While the sampling is a
discrete process, we make it differentiable via the
concrete relaxation method (Jang et al., 2017):
7 €

+ logﬁ)) o (D

U3

1
p; = Sigmoid(= (log
T

1—7y

where 7 is the temperature, € ~ Uniform(0, 1). We

estimate 7; by considering both the v;’s [-order

context and the influence of target entity pair:
v = Att(vi, p(vi); H) ,

m; = Sigmoid(FEN([r}; hs; hol)),
where Att(-) is an attention operation, ¢(v;) is the
[-order neighbor nodes of v;, hs and h, are the
representations of the subject and object entity.

®

Edge Adjusting Similarly, we take the same sam-
pling operation (Eq. 7) to generate a signal p7 ; for
any edge e; j, during which we also consider the
l-order context features and the target entity pair:
i = Att(vi, o(vi), vj, (v;); H)
w5 ; = Sigmoid(FEN([7{ ;; hs; ho))) ,
where ¢(v;) and ¢(v;) are the l-order neighbor
nodes of v; and v;. Instead of directly determining
the existence of e; ; with pf ;, we also need to take
into account the existences of v; and vj, i.e., (pz‘?’ i
pi - p;’) © €;,5. Because even if pf ;=1, an edge is
non-existent when its affiliated nodes are deleted.
Thereafter, we obtain an adjusted CMG, i.e., G,
which is further updated via the GAT encoder, re-
sulting in new node representations H~. We ap-
ply pooling operation on H ~ to obtain the overall
graph presentation g, which is concatenated with
two entity representations as the context feature a:

a= [g§hs§ho]- (10)

®

GIB Optimization To ensure that the above-
adjusted graph G~ is sufficiently informative (i.e.,
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not wrongly pruned), we consider a GIB-guided
optimization. We denote z as the compact infor-
mation of the resulting G, which is sampled from
a Gaussian distribution parameterized by a. Then,
we rephrase the raw GIB objective (Eq. 1) as:
LGB = min [1(z,Y)+8-1(2z,G)]. (11)
The first term —I(z,Y") can be expanded as:
—I(z,Y) < f/p(Y, z)logq(Y|z)dYdz + H(Y)

= Lce(q(Y2),Y),
where ¢(Y'|z) is a variational approximation of the
true posterior p(Y, z). For the second term I (z, G),
we estimate its upper bound via reparameterization
trick (Kingma and Welling, 2014):
I(z,G) < /p(z|G) log p&?'Z?) dzdG 13)
= KL(p(=|@)Ir(=)) -
We run GENE several iterations for sufficient refine-
ment. In Appendix §A.4 we detail all the technical
processes of GIB-guided feature refinement.

12)

3.4 Multimodal Topic Integration

We further enrich the compressed CMG features
with more semantic contexts, i.e., the multimodal
topic features. As depicted in Sec. §2.3, our LAMO
module takes as input the backbone CMG represen-
tation H and induces both the visual and textual
topic keywords that are semantically relevant to the
input content. Note that we only retrieve the associ-
ated top-L textual and visual keywords, separately.
Technically, we devise an attention operation to
integrate the embeddings of the multimodal topic
words (u” and w!, from CLIP encoder) into the
resulting feature representation z of GENE:
exp(FFN([u;/'; 2]))

S F exp(FEN([u]/'; 2]))

L
o/ =3l

k3 k3

T/ _
o =

(14)

We finally summarize these three representations

as the final feature:
s=[z;0";0"]. (15)

3.5 Inference and Learning

Based on s, a softmax function predicts the rela-
tion label Y for the entity pair vs&v,. The training
of our overall framework is based on a warm-start
strategy. First, GENE is trained via Lg (Eq. 11)
for learning the sufficient multimodal fused repre-
sentation in CMG, and refined features from com-
pacted CMG. Then LAMO module is unsupervis-
edly pre-trained separately via £y amo (Eq. 4) on
the well-learned multimodal fused representations

Train Develop Test Total
#Sentence 7,356 931 914 9,201
#Instance 12,247 1,624 1,614 15,485
#Entity 16,863 2,174 2,143 21,180
#Relation 12,247 1,624 1,614 15,485
#Image 7,356 931 914 9,201

Table 1: Summary of the dataset and splits in our exper-
iments. ‘# denotes the number.

so as to efficiently capture the task-related topic.
Once the two modules have converged, we train
our overall framework with the final cross-entropy
task loss Lcg(Y,Y), together with the above two
learning loss:

L = Lcg +mLcis + n2LLAMO - (16)

4 Experiment
4.1 Setting

We experiment with the MRE dataset?, which con-
tains 9,201 text-image pairs and 15,485 entity pairs
with 23 relation categories. The statistical informa-
tion of the MRE dataset is listed in Table 1. Note
that a sentence may contain several entity pairs,
and thus a text-image pair can be divided into sev-
eral instances, each with only one entity pair. We
follow the same split of training, development, and
testing, as set in Zheng et al. (2021a). We compare
our method with baselines in two categories: 1)
Text-based RE methods that traditionally lever-
age merely the texts of MRE data, including, BERT
(Devlin et al., 2019), PCNN (Zeng et al., 2015),
MTB (Soares et al., 2019), and DP-GCN (Yu et al.,
2020). 2) Multimodal RE methods as in this
work, including, BERT+SG (Zheng et al., 2021a),
MEGA (Zheng et al., 2021a), VisualBERT (Li et al.,
2019), VILBERT (Lu et al., 2019), RDS (Xu et al.,
2022), MKGformer (Chen et al., 2022a), and HVP-
Net (Chen et al., 2022b).

We use the pre-trained language-vision model
CLIP (vit-base-patch32) to encode the visual and
textual inputs. We set the learning rate as 2e-5
for pre-trained parameters, and 2e-4 for the other
parameters. The threshold value ) is set to 0.25;
the temperature 7 is 0.1; and 5 is set to 0.01. All
the dimensions of node representations and GAT
hidden sizes are set as 768-d. We utilize the 2-
order (i.e., [ = 2) context of each node to refine
the nodes and edges of CMG. For the latent topic
modeling, we pre-define the number of topics as
10, and then we choose the Top-10 textual and
visual keywords to enhance the semantic contexts

2https: //github.com/thecharm/Mega
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o Text-based Methods

BERT! - 63.85 5579 59.55
PCNN' 72.67 62.85 49.69 55.49
MTB' 7273 64.46 57.81 60.86
DP-GCN” 74.60 64.04 58.44 61.11
o Multimodal Methods
BERT(Text+Image)’ 7459 63.07 59.53 61.25
BERT+SG' 74.09 6295 62.65 62.80
MEGAT 76.15 64.51 68.44 66.41
VisualBERT] - 57.15 59.48 5830
VILBERT] . - 6450 61.86 63.16
RDS' - 66.83 6547 66.14
HVPNeT! - 83.64 80.78 81.85
MKGformer! 92.31 82.67 81.25 81.95
“Ours T 77 7 7 7 94.06 84.69 83.38 84.03"
w/o GENE (Eq. 11) 9242 8241 81.83 82.12
wlo I(z,G) (Eq. 13) 93.64 83.61 82.34 8297
w/o LAMO (Eq. 4) 92.86 82.97 81.22 82.09
w/o o 93.05 83.95 82.53 83.23
wlo of 93.63 84.03 83.18 83.60
w/o VSG&TSG 93.12 83.51 82.67 83.09
w/o CMG 93.97 84.38 83.20 83.78

Table 2: Main results. ‘w/o I(z,G)’ means GENE ad-
justment without GIB guidance. ‘w/o CMG’ means
VSG and TSG are not connected with hyper-edge ™.
‘w/o VSG&TSG’ means our method uses the embed-
dings of visual and text inputs without structural SG
modeling. Baselines with the superscript ‘t’ are copied
from their raw papers (Chen et al., 2022a); with ‘b> are
from our re-implementation.

of compressed CMG. All models are trained and
evaluated using the NVIDIA A100 Tensor Core
GPU. Following existing MRE work, we adopt
accuracy (Acc.), precision (Pre.), recall (Rec.), and
F1 as the major evaluation metrics.

4.2 Main Results

Table 2 shows the overall results. First, compared
to the traditional text-based RE, multimodal meth-
ods, by leveraging the additional visual features,
exhibit higher performances consistently. But with-
out carefully navigating the visual information into
the task, most MRE baselines merely obtain incre-
mental improvements over text-based ones. By de-
signing delicate text-vision interactions, HVPNeT
and MKGformer achieve the current state-of-the-
art (SoTA) results. Most importantly, our model
boosts the SOTA with a very significant margin,
i.e., with improvements of 1.75%(=94.06-92.31)
in accuracy and 2.08%(=84.03-81.95) in F1. This
validates the efficacy of our method.

Model Ablation In the lower part of Table 2,
we also study the efficacy of each part of our de-
signs. First of all, we see that both the GENE and

Training Steps
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Figure 5: The trends of changing ratio of nodes and
edges, along with the task performance and the mutual
information between G and G~. The model is without
LAMoO. This is done on the developing set.

LAMO modules show big impacts on the results,
i.e., exhibiting a drop in F1 by 1.91% and 1.94%
F1, respectively. This confirms their fundamental
contributions to the whole system. More specifi-
cally, the GIB guidance is key to the information
refinement in GENE, while both the textual and
visual topic features are key to LAMO. Also, it is
critical to employ the SG for the structural mod-
eling of the multimodal inputs. And the proposal
of the cross-modal graph is also helpful to task
modeling.

4.3 Analysis and Discussion

To gain a deeper understanding of how our pro-
posed methods succeed, we conduct further analy-
ses to answer the following questions.

»RQ1: Does GENE helps by really denoising the
input features?

A: We first investigate the working mechanism
of GENE on internal-information screening. We
plot the trajectories of the node filtering and the
edge adjusting, during which we show the chang-
ing trends of overall performances and the mutual
information I (G, G) between the raw CMG (G)
and the pruned one (G, i.e., z). As shown in Fig.
5, along with the training process both the num-
ber of nodes and edges decrease gradually, while
the task performance climbs steadily as I(G—, G)
declines. These clearly show the efficacy of the
task-specific information denoising by GENE.

»RQ2: Are LAMO induced task-relevant topic
features beneficial to the end task?

A: Now, we consider visualizing the learned
contextual features in our system, including the
z without integrating the topic features, and the s
with rich topic information injected. We separately
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Topic  Textual keywords Visual keywords (ID)
#Politic ~ trump, president, world, new, china, leader, summit, meet, korean, senate #1388, #1068
#Music  tour, concert, video, live, billboard, album, styles, singer, taylor, dj #1446, #1891
#Love  wife, wedding, engaged, ring, son, baby. girl, love, rose, annie #434, #1091
#Leisure  photo, best, beach, lake, island, bridge, view, florida, photograph, great #679, #895

#ldol metgala, hailey, justin, taylor, rihanna, hit, show, annual, pope, shawn #1021, #352
#Scene  contain, near, comes, american, in, spotted, travel, to, from, residents #535, #167
#Sports  team, man, world, cup, nike, nba, football, join, play, chelsea #1700, #109
#Social  google, retweet, twitter, youtube, netflix, acebook, flight, butler, series, art #1043, #1178
#Show  show, presents, dress, interview, shot, speech, performing, attend, portray, appear #477, #930

#Life  good, life, please, family, dog, female, people, boy, soon, daily #0613, #83

Topic |

#Love | [ .

-

¥
=00
Dl s
-

Table 3: Top 10 key textual topic keywords and top 2 visual topic keywords discovered by LAMO.
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Figure 6: T-SNE visualization of the contextualized
features with or without topic features. Different colors
indicate different ground-truth relation labels.

project z and s into the ground-truth relational la-
bels of the MRE task, as shown in Fig. 6. We see
that both z and s have divided the feature space into
several clusters clearly, thanks to the GIB-guided
information screening. However, there are still
some wrongly-placed or entangled instances in z,
largely due to the input feature deficiency. By sup-
plementing more contexts with topic features, the
patterns in s become much clearer, and the errors
reduce. This indicates that LAMO induces topic

—
2@

2 =

<

as i i i i i

Numbers of Imported Keyword

Figure 7: Distribution of numbers of textual and visual
topic keywords imported for MRE.

information beneficial to the task.

Meanwhile, we demonstrate what latent topics
LAMO can induce. In Table 3 we show the top
10 latent topics with both the textual and visual
keywords, where we notice that the latent topic
information is precisely captured and modeled by
LAMo. Further, we study the variance of the latent
topics in two modalities, exploring the different
contributions of each type. Technically, we analyze
the numbers of the imported topic keywords of
textual and visual ones respectively, by observing
the attention weights a;TF/ ! (Eq. 14). In Fig. 7
we plot the distributions. It can be found that the
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Figure 8: Quantitative results of two testing examples, where our model made correct predictions.
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Figure 9: The entropy under various model settings.

model tends to make use of more textual contexts,
compared with the visual ones.

»RQ3: How do GENE and LAMO collaborate to
solve the end task?

A: As demonstrated previously, the GENE is able
to relieve the issue of noisy information, and LAMO
can produce latent topics to offer additional clues
for relation inference. Now we study how these
two modules cooperate together to reach the best
results. First, we use the learned feature c* to
calculate task entropy — > p(Y|c*)log p(Y|c*),
where lower entropy means more confidence of the
correct predictions. We compute the entropy using
H (initial context feature), using z (with denoised
context feature) and using s (with feature denoising
and topic enriched context), respectively, which
represents the three stages of our system, as shown
in Fig. 9. As seen, after the information denoising
and enriching by GENE and LAMO respectively,
the task entropy drops step by step, indicating an
effective learning process with the two modules.

We further empirically perform a case study to
gain an intuitive understanding of how the two
modules come to play. In Fig. 8 we illustrate
the two testing instances, where we visualize the
constructed cross-model graph structures, the re-
fined graphs (G~) and then the imported mul-
timodal topic features. We see that GENE has
fine-grainedly removed those noisy and redundant
nodes, and adjusted the node connections that are
more knowledgeable for the relation prediction.

MKGformer /| Ours |||/ Ours w/o GENE ||| Ours w/o LAMO

90 -

S 851 .
22

801 -

751 -

Low Relevance Weak Relevance Strong Relevance
(¥ <30) (30< ¥ <70) (70< O)

Figure 10: Results under varying text-image relevance.

For example, in the refined graph, the task-noisy
visual nodes, ‘man’ and textual nodes, ‘in’, ‘plans’
are removed, and the newly-generated edges (e.g.,
‘Trump’—‘US’, and ‘Broncos’— ‘football’) allow
more efficient information propagation. Also, the
model correctly paid attention to the topic words
retrieved from LAMO that are useful to infer the
relation, such as ‘president’, ‘leader’ in case #1,
and team’, and ‘football’ in case #2.

»RQ4: Under what circumstances do the internal-
information screening and external-information ex-
ploiting help?

A: In realistic scenarios, a wide range of
multimodal tasks is likely to face the issues of
internal-information over-utilization and external-
information under-exploitation (or simultaneously).
Especially for the data collected from the online
web, the vision and text pairs are not well corre-
lated. Finally, we take one step further, exploring
when our idea of internal-information screening
and external-information exploiting aids the tasks
in such cases. Technically, we first measure the
vision-language relevance ¥ of each image-text
pair by matching the correspondence of the VSG
and TSG structures. And then, we group the in-
stances by their relevance scores, and finally make
predictions for different groups. From Fig. 10,
it is observed that for the inputs with higher text-
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vision relevance, the GENE plays a greater role
than LAMO, while under the case with less cross-
modal feature relevance, LAMO contributes more
significantly than GENE. This is reasonable be-
cause most of the high cross-modal relevance input
features come with rich yet even redundant infor-
mation, where the internal-information screening
is needed for denoising. When the input text-vision
sources are irrelevant, the exploitation of external
features (i.e., latent topic) can be particularly useful
to bridge the gaps between the two modalities. On
the contrary, MKGformer performs quite badly
especially when facing with data in low vision-
language relevance. Integrating both the LAMO
and GENE, our system can perform consistently
well under any case.

5 Related Works

As one of the key subtasks of the information ex-
traction track, relation extraction (RE) has attracted
much research attention (Yu et al., 2020; Chen et al.,
2022c; Tan et al., 2022; Guo et al., 2023). The re-
cent trend of RE has shifted from the traditional
textual RE to the recent multimodal RE, where the
latter additionally adds the image inputs in the for-
mer one for better performances, under the intuition
that the visual information can offer complemen-
tary features to the purely textual input from other
modalities. Zheng et al. (2021b) pioneers the MRE
task with a benchmark dataset, which is collected
from the social media posts that come with rich
vision-language sources. Later, more delicate and
sophisticated methods are proposed to enhance the
interactions between the input texts and images,
and achieve promising results Zheng et al. (2021a);
Chen et al. (2022b,a).

On the other hand, increasing attention has been
paid to exploring the role of different information
in the RE task. As extensively revealed in prior
RE studies, only a few parts of the input sentence
can provide real clues for the relation inference
(Xu et al., 2015; Yu et al., 2020), which inspires
the proposal of textual feature pruning methods
(Zhang et al., 2018; Jin et al., 2022). More re-
cently, Vempala and Preotiuc-Pietro (2019); Li
et al. (2022) have shown that not always the vi-
sual inputs serve positive contributions in existing
MRE models, as the social media data contains
many noises. Xu et al. (2022) thus introduce an
instance-level filtering approach to directly drop
out those images less-informative to the task. How-
ever, such coarse-grained aggressive data deletion

will inevitably abandon certain useful visual fea-
tures. In this work we propose screening the noisy
information from both the visual and textual input
features, in a fine-grained and more controllable
manner, i.e., structure denoising via graph informa-
tion bottleneck technique (Wu et al., 2020). Also,
we adopt the scene graph structures to model both
the vision and language features, which partially
inherits the success from Zheng et al. (2021a) that
uses visual scene graphs to represent input images.

Due to the sparse and noisy characteristics of
social media data, as well as the cross-modal infor-
mation detachment, MRE also suffers from feature
deficiency problems. We thus propose modeling
the latent topic information as additional context
features to enrich the inputs. Multimodal topic
modeling has received considerable explorations
(Chu et al., 2016; Chen et al., 2021), which extends
the triumph of the textual latent topic models as
in NLP applications (Zhu et al., 2021; Fu et al.,
2020; Xie et al., 2022). We however note that exist-
ing state-of-the-art latent multimodal models (An
et al., 2020; Zosa and Pivovarova, 2022) fail to
navigate the text and image into a unified feature
space, which leads to irrelevant vision-text topic
induction. We thus propose an effective latent mul-
timodal model that learns coherent topics across
two modalities. To our knowledge, we are the first
to attempt to integrate the multimodal topic fea-
tures for MRE.

6 Conclusion

In this paper, we solve the internal-information
over-utilization issue and the external-information
under-exploitation issue in multimodal relation ex-
traction. We first represent the input images and
texts with the visual and textual scene graph struc-
tures, and fuse them into the cross-modal graphs.
We then perform structure refinement with the guid-
ance of the graph information bottleneck principle.
Next, we induce latent multimodal topic features
to enrich the feature contexts. Our overall system
achieves huge improvement over the existing best
model on the benchmark data. Further in-depth
analyses offer a deep understanding of how our
method advances the task.
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Limitiations

The main limitations of our work lie in the follow-
ing two aspects: First, we take sufficient advan-
tage of the scene graph (SG) structures, which are
obtained by external SG parsers. Therefore, the
overall performance of our system is subject to the
quality of the SG parser to some extent. However,
our system, by equipping with the refinement mech-
anism, is capable of resisting the quality degrada-
tion of SG parsers to a certain extent. Second, the
performance of the latent multimodal topic model
largely relies on the availability of large-scale text-
image pairs. However, the size of the dataset of
MRE is limited, which may limit the topic model
in achieving the best effect.
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A Extended Method Specification

A.1 Scene Graph Generating

We mainly follow the prior practice of SG applica-
tions (Yang et al., 2019; Gu et al., 2019) to acquire
the visual scene graph (VSG) and textual scene
graph (TSG). A VSG or TSG contains three types
of nodes, including the object, attribute, and rela-
tion nodes.

For VSG, we employ the FasterRCNN (Ren
et al., 2015) as an object detector to obtain all
the object nodes, and use MOTIFS (Zellers et al.,
2018) as a relation classifier to obtain the relation
labels (nodes) as well as the relational edges, which
is trained using the Visual Genome (VG) dataset
(Krishna et al., 2017). We then use an attribute
classifier to obtain attribute nodes. For TSG gen-
eration, we first convert the sentences into depen-
dency trees with a dependency parser, which is
then transformed into the scene graph based on the
rules defined at Schuster et al. (2015). Note that
the object nodes in VSG are image regions, while
the object nodes in TSG are textual tokens.

A.2 Node Embedding

In Section 3.1, we directly give the representations
of nodes in VSG and TSG. Here, we provide the
encoding process in detail.

Visual Node Embedding In VSG, the visual fea-
ture vector of an object node is extracted from its
corresponding image region; the feature of the at-
tribute node is the same as its connected object,
while the visual feature vector of a relationship
node is extracted from the union image region
of the two related object nodes. Specifically, for
each visual node, we first rescale it to 224-d x
224-d. Subsequently, following Dosovitskiy et al.
(2021), each visual node is split into a sequence of
fixed-size non-overlapping patches {p, € RF*},
where P x P is the patch size. Then, we map all
patches of i-th visual node to a d-dimensional vec-
tor XZ»P ¢ with a trainable linear projection. For
each sequence of image patches, a [CLS] token
embedding xcrs € R is appended for the se-
quence of embedded patches, and an absolute posi-
tion embeddings X% also added to retain posi-
tional information. The visual region of ¢-th node
is represented as:

Z: = [wcrs; X7 7]+ X79F (a7
where [; | denotes a concatenation. Then, we feed
the input matrix Z; into the CLIP vision encoder to
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acquire the representation a?:f . Note that the [CLS]
token is utilized to serve as a representation of an
entire image region:

& = CLIP(Z:)cLs) - (18)
where a?:f € R%. Since the category label of each
node can provide the auxiliary semantic informa-
tion, a label embedding layer is built to embed
the word label of each node into a feature vec-
tor. Given the one-hot vectors of the category
label of each node, we first map it into an em-
bedded feature vector i:{ by an embedding matrix
Wiabel & Rd2xClabel where is initialized by Glove
embedding (i.e., do = 300), Cjupe; is the number
of categories. And then, the embedding features
of the category label corresponding to the node are
fused to the visual features to obtain the final visual
node embedding:

@] = Tanh(W1[&]; &])) .
where W, € R x(di+d2),

19)

Textual Node Embedding In TSG, we utilize
CLIP as the underlying encoder to yield the ba-
sic contextualized word representations for each
textual node:

{T ... &} = CLIP({vy, - -
where :cZT € R%,

’ Um}) ) (20)

A.3 Graph Encoding

In Section 3.2 and Section 3.3, we introduce a
graph attention model (GAT) to encode the cross-
modal graph (CMG) and refined graph (G~). Here,
we provide a detail. Technically, given a graph
G = (V,E), where V is the set of nodes, and
FE is the set of edges. And the feature matrix
X € RVIXd1 of V with d;-dimensions. The hid-
den state h; of i-th node will be updated as follows:

exp(LeakReLU(W>[x;; x;]))

QG 5 — 5 21

7 Zke/\/(z‘) exp(LeakReLU(W>[x;i; xk])) @D
m+n

hi =ReLU( Y ai;(Wsz;)), (22)

J

where N (i) denotes the neighbors of i-th node,
Wy and W3 are learnable parameters. In short, we

denote the graph encoding as follows:
H = GAT(G, X) . (23)

A.4 Detailed GIB-guided Feature Refinement

Introduction to GIB Here, we provide more
background information about the GIB principle.
Given the original graph G, and the target Y, the
goal of representation learning is to obtain the com-
pressed graph G~ which is maximally informative

Y': The target
G': The original graph

G : The compressed graph
: Optimal Information

Figure 11: The Venn diagram visualization of GIB.

wrt Y (ie., sufficiency, I[(G,Y) = I(G™,Y)),
and without any noisy information (i.e., minimal-
ity, (G—,G) — I(G~,Y) = 0), as indicated in
Fig. 11. To encourage the information compress-
ing process to focus on the target information, GIB
was proposed to enforce an upper bound /. to the
information flow from the original graph to the
compressed graph, by maximizing the following
objectives:

négxI(Gf,Y) st. I(G7,G) < I.. (24)

Eq. (24) implies that a compressed graph can im-
prove the generalization ability by ignoring irrel-
evant distractors in the original graph. By using
a Lagrangian objective, GIB allows the G~ to be
maximally expressive about Y while being maxi-
mally compressive about GG by:

max [(G™,Y) = B1(G™,G), 25)

where [ is the Lagrange multiplier. For the sake of
consistency with the main body of the paper, the
objective can be rewritten to:

721771 —I(G™,Y)+BI(G™,G). (26)

However, the GIB objective in Eq. (26) is noto-
riously hard to optimize due to the intractability of
mutual information and the discrete nature of irreg-
ular graph data. By assuming that there is no in-
formation loss in the encoding process (Tian et al.,
2020), the graph representation z of G~ is utilized
to optimize the GIB objective in Eq. (1), leading
to—I(G7,Y)~—I(2,G), I(G",G) ~ I(z,Y).
Therefore, the Eq. (26) can be computed as:

—I(G™,Y)+BI(G™,G) ~ —1(2,Y) + BI(2,G). (27)

Attention Operation for Node Filtering and
Edge Adjusting In Section 3.3, we utilize the
[-order context to determine whether a node should
be filtered or an edge should be adjusted since the
nodes and edges in a graph have local dependence,
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Figure 12: The [-order context for a node and an edge.

as shown in Fig. 12. Here, we give a detail of the
calculation for the Att(-) operation in Eq. (8) and
Eq. (9). In Eq. (8), the attention operation can be
computed as:

exp(Wilhi; hi))
Zceé({vi,w(vi)}) exp(Walhi; hel)

r; = Tanh( Z ai . (Wshy))

ke®({vi,p(vi)})
where ®({v;, ©(v;)}) is a function to retrieve the
index of a node in a set. Similarly, we consider the
{-order context to calculate the ri i in Eq.(9):
exp(Ws[hi; hj; hi))
exp(Wshi; hj; hel)

c€®({vi,(vi),vj,0(v;)})

r;; = Tanh( Z

kE®({vi,p(vi),vj,0(vi)})

v p—
QG =

(28)

e —
Qi gk =

o ;6 (Wrhi))

(29)

Detailed GIB Optimization First, we examine
the second term I(z, ) in Eq. (11). Same as Sun
et al. (2022), we employ variational inference to
compute a variational upper bound for I(z, G) as
follow:

I(z,G) < /p(z|G) log pq(ﬁ?\zC);) dzdG, (30)

where 7(z) is the variational approximation to the
prior distribution p(z) of z, which is treated as
a fixed d;-dimensional spherical Gaussian as in
Alemi et al. (2017), i.e., 7(z) = N(z]0,I). We
use reparameterization trick ((Kingma and Welling,
2014)) to sample z from the latent distribution
according to p(z|G), i.e., p(z|G) = N(u,,0),
where p, and o, is the mean vector and the diag-
onal co-variance matrix of z, which can be com-
puted as:

w. = FFN(a) ; o, = Softplus(FFN(a) 31
where a is the context feature of G~ obtained from
Eq.(10). z is sampled by z = p, + o, - €, where
e € N(0,I). We could reach the following opti-

mization to approximate /(z, G):
I(z,G) = KL(p(2|G)||r(2)) , (32)

where K L(+||-) is the Kullback Leibler (KL) diver-
gence (Hershey and Olsen, 2007).

Then, we examine the first term in Eq. (11),
which encourages z to be informative to Y. We
expand I(z,Y) as:

—I(z,Y) < —/p(Y,z) logq(Y|z)dYdz+ H(Y)

= Lee(q(Y2),Y),

where ¢(Y'|z) is the variational approximation of
the true posterior p(Y, z). Eq. (33) indicates that
minimizing —I(z,Y") is achieved by minimiza-
tion of the classification loss between Y and z,
we model it as an MLP classifier with parameters.
The MLP classifier takes z as input and outputs the
predicted label.

(33)

Step 1: Detecting Objective Proposal

Detected
Objective Proposals

Training Images

Step 2: Featuring Objective Proposal

Encoding

Detected Feature Vectors

Objective Proposals
Step 3: Building Codebook

Cluster centroids are Visual

Words (VW) in a codebook

Clustering v

Feature Vectors

Step 4: Representing Images Occurences of VW

i Extracting
et hlll

Id of the closet VWV 12 3 a4
in the codebook

Figure 13: The extraction process of visual BoW fea-
tures.

A.5 Detailed Latent Multimodal Topic
Modeling

Visual BoW Feature Extraction As mentioned
in Section 2.3, we represent image / with visual
BoW (VBoW) features. Here, we introduce how
to extract VBoW features from an image. We com-
pute the objective-level visual words in the follow-
ing four steps, as shown in Fig. 13:
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* Step 1: Detecting Objective Proposal. We
first employ a Faster-RCNN (Ren et al., 2015)
as an objective detector to extract all the ob-
jective proposals in the training dataset.

* Step 2: Featuring Objective Proposal: We
use a pre-trained vision language model to
obtain the feature descriptors (vectors) of each
objective proposal.

¢ Step 3: Building the Codebook: After ob-
taining the feature vectors, these feature vec-
tors are clustered by a kmeans algorithm,
where the number of clusters is set to 2,000.
Cluster centroids are taken as visual words.

* Step 4: Representing Images: Similar to the
extraction of Bag-of-word (BoW) features for
text representation, we build the Visual Bag-
of-Word (VBoW) features for images. Specifi-
cally, using this codebook, each feature vector
of the objective proposal in an image is re-
placed with the id of the nearest learned visual
word.

Detailed Latent Topic Modelling Optimization
In Section 2.3, we directly provide the optimal
objective. In the following, we introduce how to
optimize LAMO concretely. First of all, the prior
parameters of 6, u and o are estimated from the
input data and defined as:
= fu(f(H)), logo = f.(f(H)), (34)
where H is the contextualized representation ob-
tained from CMG, f(-) is an aggregation func-
tion, and f.(+) is a neural perceptron that linearly
transforms inputs, activated by a non-linear trans-
formation. Note that we can generate the latent
topic variable o from p(@|T, I) by sampling, i.e.,
w=p+o-e wheree € N(0,I). Then we em-
ploy Gaussian softmax to draw topic distribution
0:
6 = Softmax(FFN(zo)) (35)

Similar to previous neural topic models only for
handling text (Bianchi et al., 2021), we consider au-
toregressively reconstructing the textual and visual
BoW features of input by learned topic distribution
0:

p(b; |x,8) = Softmax(8 - x|bZ.). (36)

p(bl |4, 8) = Softmax(6 - ¥|bL,). (37)

The objective function of latent multimodal topic
modeling is to maximize the evidence lower bound

(ELBO), as derived as follows:
Lravo =KL(q(0)||p(0|T, 1))
—Eq0)[p(b" 16, X)]
— Eq0)[p(b"16,%)]
=Lk + Lreer + LRecl 5
where ¢(8) is the prior probability of 8, set as a
standard Normal prior A/(0, I).

(3%)

B Extended Experiments Setting

B.1 Baselines

We compare our model with two categories of base-
line systems.

Text-based Methods,
texts of MRE data.

which only leverage the

* BERT (Devlin et al., 2019) is only fine-tuned
on the dateset by Zheng et al. (2021a).

* PCNN (Zeng et al., 2015) leverages external
knowledge graphs to extract relations in a dis-
tantly supervised manner, which is employed
in MRE dataset by Zheng et al. (2021a).

* MTB (Soares et al., 2019) is a RE-oriented
pretraining model based on BERT, which
is applied in MRE dataset by Zheng et al.
(2021a).

* DP-GCN (Yu et al., 2020) propose dynamical
pruning GCN for relation extraction, we re-
implemented the framework and apply it to
the MRE dataset.

Multimodal Methods, which utilize the addi-
tional visual information to enhance the textual
RE.

* BERT+SG (Zheng et al., 2021a) simply con-
catenate the textual representation with visual
features extracted.

* MEGA (Zheng et al., 2021a) leverage the
alignment between textual and visual graphs

to learn better semantic representation for
MRE.

* VisualBERT (Li et al., 2019) is a single-
stream structure via self-attention to discover
implicit alignments between language and vi-
sion, which is then fine-tuned on the MRE
dataset by Chen et al. (2022a).
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* VIiLBERT (Lu et al., 2019) consider employ-
ing two parallel streams for visual and lan-
guage processing, which is then fine-tuned on
the MRE dataset by Chen et al. (2022a).

* HVPNet (Chen et al., 2022b) propose to incor-
porate visual features into each self-attention
layer of BERT.

« MKGformer (Chen et al., 2022a) introduce
a hybrid transformer architecture, in which
the underlying two encoders are utilized to
capture basic textual and visual features, and
the upper encoder to model the interaction
features between image and text.

* RDS (Xu et al., 2022) design a data discrimi-
nator via reinforcement learning to determine
whether data should utilize additional visual
information for the relation inference.

B.2 Calculating Text-image Relevance

In Fig. 10 we measure the relevance of input text-
image pairs. Technically, we adopt the CLIP model
to yield a vision-language matching score. Instead
of directly feeding the whole picture and sentence
into CLIP, we take a finer-grained method. Be-
cause in the MRE data, the picture and sentence
pair collected from social media sources comes
with low correlations, and if directly measuring
their relevance at the instance level, our prelimi-
nary experiment shows that the highest text-image
relevance score by CLIP is only 45%. Thus, we
measure the picture and sentence pair by matching
their correspondence of the VSG and TSG struc-
tures. We take their object nodes and the attribute
nodes at the treatment targets, and calculate the
vision-language pairs with CLIP at the node level:
U(I,T) = % > CLP(z], x] |G',GT),  (39)
.
where Z is the normalization term.
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